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Time Warp Router:
A New Application of the Time Warp Mechanism

Yukinori MATSUMOTO and Kazuo TAKI

Abstract

This paper presents a new application of the Time Warp mechanism to LS1 routing. An efficient paralicl routing
method for gridiess wiring based on the Time Warp mechanism is proposed. The Time Warp mechanism can
exploit high parallelism in target problems with speculative computation while maintaining essential sequential-
ity. This feature is advantageous to L5] routing: the mechanism enables not only maintamance of the routing
order but also allows optimal sclutions 1o be obtained while maltiple nets are routed efficiently in parallal.
Measurements were made on an MIMD computer with distributed memory and 1d-fold speedup was attained
using {4 processors.

1 Introduction

LET routing is an important stage in LS1 design, in which connection paths between terminals are searched.
Since the routing stage is one of the most time-consuming stages. automatic routers have been developed on
high performance computers. Nowadays, semiconductor proecss technology s progressing rapidly so that more
highly integrated LST chips can be produced. Therefore, faster routers wirh adequate flexibility are required to
meet the progress made in LS industry. _

Using parallel computers is a promising approach to aceclerate routers while retaining flexibility[1, 3, 14]. For
this reason, we are aiming to build a parallel ranter that executes efficiently on large-scale parallel computers,
mast of which are MIMD machines with distributed memory.

Parallel routers should attain not anly high speed routing but alss high quality solutions. To attain high
speed romwting, high parallelism must be extracted from target problems. Concurrent routing of many nets!
is considered capable of exploiting high parallelistn. On the other hand, 1o obiain high goality solations, the
ranting order shouwld be maintamed while routing. The reason for this is as follows. Assume that some of
paths are already determined. Since these paths are obstackes to the nets still to be routed, the quality of
renting salutions depends highly on the routing order. Tn general, the order s decided with great care in the
proprocessing stage,

It secms difficult to route multiple nets efficiently in parallel while maintaining the given routing order.
We, however, expected the Time Warp mechanism to overcome this diffienlty. The Time Warp mechanism is
a mechanism capable of exploiting high parallelism in target problems with speculative computation. When
speculation orrors oecur, they are eorrected by rollback operations. This meehanism has been applicd mainly
to parallel discrete event simmlation and distributed database management. Tts efficiency has been reported in
regard to these applications[4], but the mechanism has not been applied to parallel routing yet.

In order to evaluate the effectiveness of the Time Warp mechanism in parallel routing, we developed a parallel
router to which to apply the mechanism. The router was implemented on the Parallel Inference Machine I'MIM,
which is a large-seale MIMD computer with distributed memory.

For the basic routing algorithm, our ronter employs a gridless routing algorithm based on rectangle partitioning[8,
10], although the Time Warp mechanism can be applied te any other routing algorithm. We chose this algerithm
beeause the following aspects make it a promising method for the future.

& |t enables smaller chips to be produced because there are no restrictions on the positions of terminals and
paths,

e It treats hybrid circuits invelving both digital and analogue circuits, where various widths of wires are
required,

TA net is a berminal pair o be copmecied.



This paper is organized as follows. Section 2 presents the basic algorithm for gridless routing, In Section 3,
a methodology for applying the Time Warp mechanism (o routing is deseribed, Tmplementation technigues far
efficient parallel execution are overviewed in Section 4. In Section 5, we report on experimental results. Our

conclusion is given i Section fi.

2 Gridless Routing Algorithm

We apply the following assumptions in our explanation:

» Only two layers are available; one for vertical paths and the other for horigontal paths. When a path
bends, two layer are connected with a via hole at ihe bending point”.

e All nets consist of two termanals: a terminal can be either a sterd or a forgef,

With respect to data structuring in onr renter, both terminals and the whole routable area are represented
by Tectangles. For example, on the horizantal layer, rectangles corresponding to rontable regions are generated
by horigontally slicing the routable space at all obstacke vertices, Figure | shows the rectangles generated for
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Figure 2 shows the rough flow of the algorithim. The routing process for a net is roughly divided nto two
phases: the scarch phase and the path fix phase,
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Figure 2: Routing process low

*The width af ench path and the size of via holes are specified in the preprocessing siage areording to design rules.



2.1 Search Phase

Here, we say that a terminal and a routable region are touching if they are on the same layer and one of their
rdlges overlaps. Also, we say thatl two routable regions are tanching if they are on different layers and overlap

{Figure 3.
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Figure X Touching rectangles

In the search phase, two rectangles are linked if they are touching with enough overlap to connect a path®.
The linking operation starts at the start terminal, and continues until the Larget terminal is linked® or all
routable regions are linked®.

The linking oprration proceeds in the evaluation function f order so that our routing algorithm is based on
the A* algorithm. f is given as follows:

f=g+h
where 7 is the cost from the start terminal 5 ta the intermediate square A, while b is an underestimated cost
fram M to the target terminal 1 The intermediate square. whose size should be adequate for the via hole, is
the closest square from the previous intermediate square in the rectangle (Figure 4). For each start terminal,
the intermediate syuare is itself.

In routing, g is usually represented by the sum of the total length of the already-searched route” and the
tatal bending praalty” between 5 and M. For &, Lhe sum of the Manhattan distance and the penalty for the

minimum bending between M and 17 gives a good under-cstimate,
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Figure 4: An intermediate paint

I this phase, a chain of rectangles which inclndes an optimal path with the least cost is created if the path
exists, Figure 5 shows snapshots m the search phase,

2.2 Path-fix Phaze

The detailed path is fixed in this phase by tracing the rectangles backwards along the created chain. When
a rectangle is traced back, an appropriate part of the rectangle is fixed as a wire area. To fix a path is,
operationally, to partition the rectangle inte smaller sub-rectangles and regard the wire arca as a now obstacle

“Mote that searches should be appropriately pruned to avoid redundant linking.

YAn optimal path is found.

“Mo path is faund.

“The path length for each layer may be weighted differently according to whether il is silicon or metal.
"The penalty must be a non-negative value
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Figure 5 Snapshots in the search phase

i Fegure ). 'U'hese operations continue until the traceback operation reaches the start terminal. Note that once
a rectangle is partitioned, it can not be used in the following routing proeess, although the sub-rectangles are
used,
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Figure fi: Heetangle partitioning
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3 Parallel Routing with Time Warp

Ohir target s to vom the ronter efficiently on highly parallel machines, most of which are MIMD machines with
distributed mematy. Therefare, high parallelisin, which is practically available even on such machines, should
b extracted feom our routing algorithim

Unfortunately, aur method involves considerable sequentiality which leads to difficulty in exploiting paral-
lelism. The major sources of scquentiality are as follows;

e The linking operation is performed in f order.
¢ Houting processes for any two nets eannot be performed in parallel.

The first source of sequentiality is needed in order to follow the A* algorithm. Of course, several paraliel

A* algorithms have been proposed(3, T In these algorithms, however, global synchronization is needed which



causes large overheads on MIMD machines with distributed memory®, Tn the second source of sequentiality,
the routing order musl be kept rigidly in order ta provide high quality solutions R

I's overcome the difficulty, we introduced the Time Warp mechanism into our router. The Time Warp
inechanism is a well-known mechanism which can extract fiigh parallelism from the target problems at runtime
with speculative computation. Sametimes speculation errors may occur, but they are collected by the rollback
operation. Eventnally, sequentiality (i.e., the processing order) is completely maintained.

We cansiderad that the whole sequentiality in our router is maintained without any global synchronization by
introducing the Time Warp mechanism. And we expected that the mechanism would lead to efficient execution
aof our router an large-scale MTMI} machines with distributed memory.

In the fellowing, the Time Warp mechanism is overviewed. Then, our modeling methodalogy and application
of the mechanism to routing are presented

3.1 Time Warp Mechanism

Assume a madel where severnl objects change their states by exchanging time-stamped messages. Also assume
that there is a constraint that messages must be evaluated in timestamp order al cach object.

In the Time Warp mechanism[6], an abject optimistically assumes that messages will arrive in timestamp
order. As long as they arcive chironologically, each ahject can correctly evaluate received messages while recording

the histary of messagrs and states.

Lut, in reality, sometimes nicssages may aerive al nn ohjeet oul of thimestarmp order. Tn such eases, the object
rewinds its history {this operation e cailed rollback), and makes adjustments as if the messages had arrived in
the correct order. T there are messages which should not have been sent but have already been sent, the object
also sends antimessages to cancel them. The rollback operation allows the Time Warp mechanism to remain
within its constraint.

On the other hand, Global Virtual Time {GVT) should sometimes be updated for memory management.
Details are presented in lf'i]

3.2 Object-oriented Modeling of Routing Algorithmn

We used an obiject-oriented methodology to maodel our routing algorithm[3

In our router, terminals and initial routable regions are modeled as objects. An object has a stale that
corresponds to the current routable arca within it. The initial state is the whole area of the object, while the
statr changes ta several suborectangles as routing proceeds [Figure T).

Low 7 L 7 L7

Mew state Ractangle fork MNew stale

2

Mew state

Figure 7: State transition of an object

Ubjects communicate with cach other to perform routing. The search, termmate and fraceback messages
are uscd for communication. The expansion of the linking operation in the search phase corresponds to the
transmission of 2 search message between objects. An f value is attached to each search message. Note that
there is a constraint whereby the messages must be received by the destination objeet in f order. This means

BFar exarnple, high parallelism hecomes available by allowing multiple linking operaticns with different [ values to be perlormed
in parallel, In this approach. since the chain ereated first does not give an optimal path sometimes, the least-cost path must be
aelected from all chains ereated after the wearch plase termunates. Generally, global synchronization is needed in this case,

*If the search ares for each net is haunded in preprocessing, multiple nets can be routed in parallel as long as the bounded areas
for the nets do not overlap. Bul this approach can not gusrantes that the optimal solutions will be obtained[14].

[



that ronting is performed according to the A* algorithm. When the target terminal receives a scarch message
which completes an optimal chain of rectangles, the search phase terminates.

To notify all objects of the tormination of the search phase, jerminate messages are broadeast. When an
objoct receives the fermomale message for a net, it stops all operations concerned with that net. Any recetved
message related to the net is ignored thereafter.

After the termination of the search phase, the path-fix operation starts by sending a fraceback message
from the target terminal to the adjacent rectangle in the chain. When an abjoct receives a traceback message,
it computes the appropriate wire area and changes the state, rngﬂnli.ng the area as a new obstacle. At the same
time, the object sends a fraceback message to the next rectangle in the chain. When the start terminal receives
the traceback message, the path-fix phase terminates,

3.3 Timestamp vs Routing Order and f Value

I order to apply the Time Warp mechanism to ronting, we made following aptimistic assumptions.

o The search messages will arrive at their destinations in f order, 5o, the scarch message which arrives at
the target terminal first will create the chaim for an optimal path®?,

s Any rectangles involved in the chaing will be different!. So, routing of multiple nets can be performed in

paralblol.

If these assumptions are correct, high parallelism can be exploited. Even if there are some exceptions, these
can be correeted by the rollback operation. Thus, finding the optimal paths ard maintaining the routing order
are bath gearanteed while parallel routing.

In the “lime Warp mechanism, the correctness of speenlative computations are judged in terms of the
T.imn‘-tamp order. So, we let the |.I.I|:r|E of the rauting order N and rost oW _f) be a timestamp and add it o
cach message. ferminale and traceback messages also have timestamps equal to the  searck message received
iy the terminal,

Let 75 be a timestamp (N, f) Timestamps 15, and 15, can be compared according te the fallowing
rule.

IF Ny< Ny THEN TS, < T8,
ELSEIF &) = N, and f; < fi, THEN TS5, < T3y
ELSE IF &) = Ny, and fi; = fo, THEX 15, = 15,
ELSE T8 = T8,

In our router, objects evaluate messages concutrently, while the processing order represented by the times-
tamp is thoroughly maintained in the result by the Time Warp Mechanism. In other words, all messages can
be regarded as being processed in f order, and, as a resnlt, the obtained path is guaranteesd to be the aptimal
path. Forthermore, with respect to the routing order, the solutions obtained are the same as those when routing
sequentially.

3.4 Examples of Rollback

Ta further understand the behavior of our router, we give two typical examples of rallback'?.

In the following, S3(N, f) is & search message, TMYN, ) i a fermmale message and RN, f) 15 a
fraceback message. The timestamps of these are (N, ). The superscript s shows the sender object, while
subscript r shows the receiver object.

Casc At The optimal path is obtained later.

Target terminal objeet ¢ recerved 5710, 1007 from abject 0. Then, it broadeast TAF(10,100) and rent
TRL{10, 100) and ¢ received S2'(10.50).

In this case, the rollback operation is needed; {1 sends antimessages to cancel both TMT{10, 100} and
TRL10,100). Then, ¢ broadeaste TM®(10.50) and sends T.{10,50) for the traceback operation (Figure
). Note that 57 (10,50} gives the optimal path if no search message arrives in the future. By this rollback
operation, the obtained paths are guaranieed to be optimal,

Case B: Routing proceeds oul of order.

10T herafore, the path-fix phase can start as saon as the target terminal object receives & search message, without global
synchronization.

""In this case, the routing order is meaningless. Houting in a different order will not result in a different solution,

Y Although rollback sccurs in many sther cases, we do not have the space here 1o show such examples.



™ {10,100} (broadcast)
TRY10,100)
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Figure 8: An example of rollback{A}

Rectangle object o received THECLD, 1) from abject p. Then, o changed its state and sent 17727 {10, 10U) to
the next object n in the rectangle chain and o reccived §HE (5, 200).

In this case, o tewinds its history, recovers its state at (5,200) and sends antimessages to cancel TRECLD, 100}
Then o changes its state according to TRE (5, 200} and sends 7 #°.(3, 200)'? (Figure 9). This rollback operation
maintaing the routing order.

In addition ta the above examples, the rollback operation is performed when an antimessage arrives but the
message to be cancelod was already evaluated,

4 Implementation

4.1 Machine and Language

The rontter is written in concurrent logic language KL1 [13] and is implemented on the PTM fm[12].

k1.1 supports data-flow synchronization. This is a powerful feature for describing coneurrent objects which
work cooperatively to get a solution. In addition, a dynamic memory allocation mechanism and garbage
collection mechanisms similar to LISP are supported. KL allows programmers to be free from troublesome
memaory management (o.g., the history area of the Time Warp mechanism).

The PIM/m is an MIMD machine where up 1o 250 processing elements can be connected to each other by
a Z-dimensional mesh network. The PIM/m is a distributed memory machine, so remote access to a different
processing clement costs considerably mare than lecal access. The PIM/m is, however, easy to scale up.

4.2 Message Scheduler

There are useally many messages to be evaluated in a processor. When the Time Warp mechanmism is used,
the bigger timestamp a message has, the more likely the message is to be canceled. For this reason, message
scheduling in each processor s expected to reduce rollback frequency effectively[2].

Our system has a message scheduler for each processor. When a message is spawned, it is first registered
in the scheduler which manages the destination object. The scheduler picks up the message with the smallest
timestamp and sends it to the destination olject at the appropriate moment,

4.3 Localization of Time-anomaly Check

Ir the Time Warp mechanism, when a time-anomaly is detected at an object, the rollback operation is performed
to correct the anomaly. However, if the time aromaly docs not cause an illegal result, the rollback aperation
need not be performed.

"In this case, if o sent messages with timestamps larger than or equal to (10,100}, they must be canceled. In addition, all
received messages with timestamps larger than or equal to [10,100) are re-evaluated using the new state after rollback.
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For this reason, w our rouler, the tineanomaly check s done at a more primitive level than the object
level, More precisely, the rollback operation is done only when messages arrive out of order and affect the same
sub-rectangle in the state {Figure 1U). The localized time-anomaly check is expected to significantly reduee
rollback fregquenoy,

Robback doss not ocour, RAollback occurs,

raceback msg
Tirme{30.250

D Otyect || Routable rectangie in the stae

Fignre 10: Tocalized time-anomaly check

4.4 TLoad Distribution

We use a static load distribution scherme based on a round-robin strategy, where objects are distributed in a
evelic manner. Note thet not just any object can migrate to other processors (static load distribution}).
This strategy is good from the viewpoint of load balancing and parallelism extraction, while it is not good

from the viewpoint of reducing inter-processor communication,



5 Measurement Results

We tested our rouler on the PIM/m with 64 processors. In our experiments, we used an industrial LST data
with 136 nets and 528 obstacles on each layer. In order to clarify the advantage of employing the Time Warp
mechanism, we performed two experiments and compared them.

{a) Nouting with the Time Warp mechanism: multiple nets are routed in parallel while the routing order is
maintained by the Time warp mechanism

(b} Howling with o parallel A* algorithm: the search phase for cach net is parallelized while allowing redundant
compiitation, and routing for each net s performed sequentially.

In ib), there is global synehronization whenever a search phase terminates. This is needed to guarantee that
optimal paths are obtaived, Note that the solutions obtained are the srame in both experiments,

Figure 11-(1) shows specdup — the relative exeeution speed using multiple processors compared to that
when using one processor. The number of search messages generated in routing is also shown in Figure Fl-(ii).
The solid line corresponds Lo (a), while the dotted fine corresponds 1o (b)), The figure shows that 14-fold speedup
was attained using G4 processors in {a), whereas speedup peaked at 32 processors m (b}, at G-fold speedup.
The dechne in speedup in (b} s considered Lo have been caused by Lhe h|5|1 cost of glabal synchronization on
Iarg_r‘ srale distributed memory marhines.

This comparison reveals that parallel routing with the ‘Time Warp mechanisim is effective for accelerating
processing, especially on large-scale distributed memory machines.

s (i) Speedup 20000 (i) No. of search messages

BO000

A0

20000

1 . R o

0 8 16 az ) 64 o 8 18 32 48 64
No. of processors No. of processors

Figure 11: Speedup and No. of search messages

The number of search messages was 243 times larger than that when using one precessor. [owever, even
without the Time Warp mechanism, the number increased up to 2.05 times that when using one processor,
Therefore, we conclude that the increase cansed by the Time Warp mechanism was not significant. One reason
for this should he that the pace of the routing process an each processor was approximately equal due to our
load distribution strategy. The round-robin strategy usually attains good load balancing.

In addition, we confirmed that our router got a high guality solution in terms of both wireability and the
path length; all nets were routed and an optimal path was obtained for each net.

Our experiments showed that our router maintained the routing order and guaranteed an optimal solution
while running efficiently in parallel with the Time Warp mechanism.

6 Conclusion

In this paper, we presented a gridless router with the Time Warp mechanism. The basic algorithm is a gridless
algorithmy based on rectasgle partitioning. We employed an object-oriented methodology for modeling our

. ’-‘"}.'hc inverse of the sexecution time.



algorithm and extracted high parallelism by applying the Time Warp mechanism to our router. The Time
Warp mechanism exploits high parallelism with speculative computation at runtime, while maintaining the
needed sequentiality. With the Time Warp mechanism, efficient parallel ronting was realized even on a large-
seale distributed memory machine, while guarantesing not only that the ronting order was kept but also that

optimal paths were obtainocd.
We built the system on the PIM machine, which is a large-scale MIMD machine with distributed memery,

and evaluated the performance. In our experiments, 14-fold speedup vsing 64 processors was obtained. Wiih
respect to the quality of the solution, 100% wircability was attained. We also confirmed that the path for each

net was the optimal one.
Chur future works are as faollows;
1} We are examining our router with larger circuit data to evaluate its practical applicahility.
2} For the purpose of aceclerating the router, the lazy cancellation technigue should be introduced into

the router. This will reduee rollback frequency. An appropriate seheme for load distribution also should be

developed.
30 In order to deal with cases where the given romting order i= not good, a dynamic ripup-and-reroute

mechanism is being embedded. Rip-up and rerouting can be done implicitly by means of the rollback operation
of the Time Warp mechanism. This would become one of the most powerful Teatures of our router
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