ICOT Technical Report: TR-0819

TR-0%19

A Parallel Lookahead Line Search Router with

Automatic Ripup-and-reroute

by
[1. Date & K. Taki

Decembwer, 1992

© 1992, 1COT

Mita Kokusai Bldg. 21F {0313450-3191 5

I c DT 4-28 Mita 1-Chome Telex TCOT J32064

Minato-ku Tokyo 08 Tapan

Institute for New Generation Computer Technology



A Parallel Lookahead Line Search Router
with Automatic Ripup-and-reroute

Hiroshi DATE

Institute for
New Generation Computer Technology
Tokyo 108, Japan

Abstract

I this paper. o wew pameliel rowting method 12 pro-
posed and cealualed, A key feafure &5 object-omented
modeleng. Al e segments are modeled as mdepen-
dent ebjects communecating with cach other through
message irchanges. A distedhufed ronting algorithm
v desegoed based on w lookahead lene search method
that wncludes wufomafe riferp-asid-rivonts fo refaim
the routing erder. The progrem was smplementod i
v oeencarrend logee donguage, WL8 and was crecnted
an PIM e ( Pavalled fufevenee Machoe ) o destrrbuied
e ey weachone aeith 256 proveasers, The e valvation
results for several mdustral data are geven.

1 Introduction

There have heen many attempts to achieve high
El."'r’"l"l."l -H.I'Itl g(]ﬂ:l qll.‘ilil}-‘ Tl e \i:\\i'l'"l_l-i witl 'I."rﬂl'r
lel processing. These attempts can he classified into
twir areas.  One area focuses on the hardware en-
gine which executes the specified routing algorithm
efliciently [4. 6, 9]. 'The other area involves concur-
rent routing programes miplemented on general pue-
pose parallel machines [1. 7. 8 11 12 The former

approach can realize very high speeds, while the lat-

ter can provide great Aexibility. We took the latter ap-
proach to realize both a high speed and flexible router
system and targetted very large MIMD computers.

I general, large parallelism is needed 1o utilize a
large MIMD computer. S0 we reported the prelimi-
nary measurcment for a routing program based on a
stuall granual concurrent objects model [3), However,
our router had two problemes.  One was that theee
was eory overflow for communication paths be-
Tween provessors due to inereased numbers of objects
{or large-scale data. The other was the degeadation in
wiring rate due to net confliction among concurrently
colected nels

We inproved our program to solve these problems
as follows, For the first problens, we :{H.Liigm-'ll A prris-
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cess. called & disfrbutor process | to each processor,
This process reduces the number of message paths
between processors. We also adopted the ripup-and-
reralte operation to retain the routing order for the
secoril problom.

The routing method was implemented on the dis-
tributed memeory machine, PIM /m ( Paralle] luference
Machine with 236 processors) [10]. with a concurrent
logie programming language KL1 [2]. We evaluated of
the pew router, from the \'iprnints of {1} data size
vi, speedup. and (2} the effectiveness of ripup-and-
rerots

The rest of the paper s organized as follows. Sec-
tion 2 explainsg our previous work and the problems
I our Touting prograni. Section J describes our new
routing program with an explanation of concurrent al-
gorithms and muplementation. Section 4 reports some
measurements and evaluation results. Then, Section
A concludes the paper.

2 Previous Work and Problems

In order to clarifv the forus of our research, this
section describes our previous work and the problems
we faced.

Our router deals with the 2-layer routing problem.
One layer is used for horizontal routing and the other
for vertical routing.

In general. large parallelism is needed to utilize
a large MIMD cemputer. So we designed a routing
program based on a small granual concurrent objects
model and reported the preliminary measurements(3).
However, two problems arcse, as follows,

2.1 Memory overflow for communication
paths

When we implement the concurrent program using

KLL. twe kinds of memory are necessary. The first

is memory for representing processes, The other is

memory for communication paths among processors.



In our rewting program. the process stroctare
shown e Figure 1 was inplemented. Each process
corresporids o the grid lines Cmaste e lere process) and
line segments {lrme Priress] on it. A miaster line jrro-
cess manages line processes on the same grid line and
passes nessages hetween the line processes and cross-
g line processes. So each masier line process must
comsnimicate with all master line processes orthogonal
to it. Therefore. the number of conununication paths
per master line process inereases for large-scale data.
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Figure 1 Master line processes amd line processes

For efficient parallel execution on a distributed
memory machine like PIM/m. processor mapping is
important. In our router. a master line process and
line processes on it are grouped. Then, each group
13 assigned 1o a processor randomly,  This strategy
mainly focuses on load balancing,

In this case, the communication between master
line processes may be inter-processor commnmication.
When the size of the routing grid beconws larger.
miany communication paths arise bet ween the proces-
005

Previous experumental results have shown that the
menory overflow for representing the connnunitaion
paths bet ween PROCESSOFs OCCURS for 700 = 730 Erid
size data on PIM /. This lindtation is oo severs for
use with practical amounts of data.

2.2 Degradation of wiring rate

When there iz concurrent routing of multiple nets,
different pets miay conflicr on the same line segment.
In this situation. the first message (o arrive (corre-
sponding to net A) oceupies the segioent. The second
message to arrive (net B) fails (o complete a roote and
hacktracks.

HO“'!?\"!"I., net A 11} I.i‘I:l' hﬂ.rkilﬁfh HH BT W H.rl.l.‘\' H.IHI 'IHH.IF
release the line segment. lo this case, net B does not
visit the line segment anyimore and the line segment
may be left unused. This causes both lower quality
romtes {longer paths) and a lower wiring rate {(more
uneonmected nets),

We studied the relation between wiring rates and
parallelism in the experiments[3]. The routing quality
was degraded for data with concentrated terminals,

3 Parallel Routing Program with
Ripup-and-reroute

In order to solve the problems described above, we
improved the process structure and added the ripup-
andl-reroute operation Lo the basic algorithm, In ths
sertion. these two points are discussed,
3.1 Process structure and processor map-

Ping

(M) Distribuior process
() Maeter line process
(T ne process

’ s

1 -+

Figure 2: Improved process structure

Figure 2 shows the improved process strueture and
processor mapping. The key is the introduction of dis-
irthutor processes to reduce the number of communica-
tion paths between processors. A distributor process
iz placed in each processor. The master line processes
and the hine processes are mapped as deseribed in 2.1,

When the distributor processes communicate di-
rectly with each other. hottlenecks oecur in each dis-
tributor process. We, therefore. adopted the process
structure and processor mapping shown o Figure 2.
Experiments on test data show that data forming up
too s 3000 « 5000 grid can be handled.

3.2 Automatic ripup-and-reroute

In order to retain the sequential ru||1.'r||g arder, we
aulded the amtematic ripup-and-reroute operation to
the basic algorithan. In our basic algorithm, two types
of parailelism are realized. One is parallelism within a
single lookahead operation and the other is concurrent
routing of multiple nets.

When we use a sequential routing program, we must
decide on the routing order of nets. We assume that
the routing order of nets is given. Let the order of net;
he i {i=1,--.N)

Each line process is in one of three states, free, oc-
rupied or concrefe, The freestatus means that the [ine
segment is not occupied by a net. The sccapied sta-
tus means that the line segment is cccupied by some
nets in permitting the multiple overlapping of routing
paths. The cencrede status means that the line seg-



mwent s occupied by a net amd is freated as a routing
mlubited segument by other nets
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We used the lookahead Hne search et bod ['}] shown
i Figure 3 to search routing paths, Then we recon-
structed the algorithme and ineluded the automatic
ripup-and-rercute operation to obtam a higher wiring
pate, while I\i!‘l-'ﬂillH the romenrcent ol ects monle] as a
basie design framework,

The lookahead line search mwthol is a line search
algorinhm coupled with a lookahead operation,

The routing procedurs for one net 12 alimost the
sate as that of the a-i'l'.[l.ll.'JIIIHI lookabiead luwe search
ﬁ]ﬁmi[!1||l. |11('t'|.:l| tl:l.i'll II'H" |I:H'II'LB|'II"HJ!I L!F'li'r.'-lr.tlﬂl i‘- =Y
ceuted meoparaliel. o lookahead operations, the algo-
it linan searchies the line seghineid w b l'.\|=1'r'h'L] |mi||r
1% closest 1o a goal. where the expected point s defined
as the closest location to a goal on a line segment. Its
routing seginent is decided from that search.
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Figare 4: Parallel execution of expected points
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with an autematic ripup-and-reroute algorithm. The
rorting of each et i executed concureently lo recon
firmi operation. the status of all line processes on the
ronting path changes to concrede. If a line process 15
occupied by other nets, the “rameed message 1= passed

.p. : a backiracking pomi

to them. After completing the reconfirm operation, a
message is passed to the next net to keep the routing
order. The net receiving the ‘cancel’ message starts
the ripup-and-reroute.

Details of the low are described in 3.3,

3.3 Examples

First. we assumed that the order of net; is i
(i=1.2.3). Here, we consider the problem to he as
shown i Figure 5{a). For net;, the routing path is
decided from 51 to T1, then a “reconfirm’ message is
passed Lo start point 51 (Figure 5(h)). Next, the sta-
tus of line processes is changed from occupred to con-
crefe one line at a time, On its way to T1, & “cancel’
message is passed to the nefs which occupied the same
line segrment (Figure 5{e}}. The nets that recerved the
“eancel miessage resets the status of the occupying line
process Lo free, Lhen again searches the routing paths
between 52 and T2 (ripup-and-reroute).

When net ) changes the status of all lioe processes
on its routing path to cencrefe. a ‘merl’ message
i3 passed to nods (Figure S0dy). If the searching
operation stops at a deadend. other routing paths
are searched by backtracking operation (Figure 3{e)).
nets completes its search of the routing paths from
52 te T2, and a “reconfirm’ message is passed to start
point 52 because of the arrival of the "ner!” message.
Then. netys changes the statos of all e processes on
s poutimg path to conerefe [ Figure 5(F)).

An example follows. showing how the routing pro-
vess s o pleted.

4 Measurements and Evaluation

We evaluate our router from the following two
points of view : (1) Data size vs. Speedup, and (2)
Effectiveness of ripup-and-reroute

Tahle 1: Testing data

| 1hata Gird size # of nets
il 322 38u il
[EF 262 106 136

L AT46 = 3640 56
D4 2524w 3424 1088

Four types of industrial L51 data were used. The
features of these data are shown in Table 1. The ter-
minals to be connected are concentrated locally in D1
and 13 Meanwhile, terminals that are distributed
uniformly in D2 and D4.
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Figure 5 Example of parallel routing

4.1 Machine and language

The program was written m concurrent logic lan-
guage b L1 and 15 executed onoa MIMD mschine PIM
el wowith dstributed oemors . The 256 proces-
sors are connected by oa 2edimensional mesh network
with wormhole nessage ronting

4.2 Data size vs. speedup

Cenerally. when the data size increases the namber
of processes inereases too and more parailelism can be
expected. We measured the relationship between the
number of processors and speedup for various sizes of
data.

Figure G shows the results of measurement . This
graph shows that the speedup depends on the number
of nets. When the number of nets is sialler than the
number of processors (D] and D2). the speedup curve
peaked near the number of the nets. The results also
show 49-fold speedup with 256 processors for D4 and
do not show any sign of saturation vet. We need to
investigate the speedup when the data size is increased
further.
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Figure G: Data size vs. speedup

4.3 Effectiveness of ripup-and-reroute

Two cases of PIM/m measurements using 236PEs
[with ripup-and-reroute  and without ripup-and-
reroute) are compared on PIM/m with one processor
i Table 2.

Our routing system routes shorter nets first. At the
initial stage of the concurrent routing process, almost
no nets are in conflict, because the search space of
each net is small. However, at later stages. the search



spaee becomes large. 50 we decreased the number of
nets wired concurrently at later stages.

W mnade sure that our router fouml the same rout-
g prlles as fowned by the seguential powter fronn D1
tor I by coniparing the routing resulis,

Table 2 Comparison of peffornmance

[ PTM S [HESF FIA
254 PE- 254 P 1k
with rhor | withowit e0 | [segueiitial

[ E T =5 | is | &0
i) TU T TUAd
|kH F a0 L IR
™ [EE1] [T} [l
Bi| L T 35.2 TT124)
B 00 =0 T
[ E 0.0 173 14720
w 100 e L

Frexeoution timme [See )W wiring rate]'% )

5 Conclusion

W presented a new parallel routing method to pe-
tan the routing order of nets. This is suitalle Tor
voery large parallel computers. The program was ime-
plemented on a distributed ioemory machine with 236
processors. Prelimunary evaluanon wias dons witl in-
st rial L8] data.

The experiental resnles showed that the greater
the dita size, the higher the officieney attained by
A traxiionen of Bfold speedupe witle 2505 processors
agninisl single processor execution . Tl spesdup euroe
s por apspeie 1o bee saeorated for laege aooonnts of
data.

In experiveents on the effertivemss of 1he ripup-
antcl-reronite operation. @ wiring rate of one boandeed
[rereciet was attained for all testing data Wi also con
firmesd thint our rowter founsd the same routing paths
as those of a0 sequential rowting progran hased on
the same algorithn This sneans that the rpug-amd-
Fetoite operation works effectively

As furare works, we cxpect ko realize both guc:ul
execulion times and good wiring rates by comtealling
the nueber of nets wiped concurrently and changing
the routing order antomatically.
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