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Abstract: This paper treats a general type of analogy which is described as follows: when
two objects, B (called the buse) and T {called the targel) share a property 5 (called the
simudariy), il 13 conjectured that one T satisfies another property P (called the projecied
property) which the other B satisfies as well. This type of analogy is analyzed formally,
and a logical relevance, called the illustrative criterion, wort. T.B.S.P under a given
theory A is extracted.

In the study of analogy, the following have been central problems: 1) what object
should be selected as a base wort a target. 2) which property is important in analogy
among properties shared by two objects, and 3) what property is to be projected w.r.t. a
certain similarity, The criterion exposed here should shed light on a way to solutions for

them,

1 Introduction

When we explain a process of reasoning by a.nalugj.'. we may say that “An object T is similar
to another object If in that 7' shares a property 5 with & aud H satishes another property P.

Therefore, T' satisties P, toa™. or it may be expressed more formally by the following schema.

S{HY A PLB)
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Here, T will be called the ferget, B the base, S the simelardy between T and B, and P the
projected property.

Nevertheless, the above description of the process of analogy is insufficient.  Researchers
studving analogy have come to recognize the necessity of revealing some implicit condition

which influences the process but does not appear in the above schema. T.R.Davies ef al. [3]



give intuilive examples which show the existence of such an implicit condition. Here, we take

another example and review the problem.

Example': Brutus feels pain when he s cut or burnt. Also, Tacitus feels pain when he is cut.

Therefore, when Tacitus is burnt, he would...

Hoth Brutus and Tacitus feel pain when they are cut (as a similarity}, but we could not infer
that Tacitus is strong just because Brutus is strong {as a projected property). However, we may
infer that Tacitus feels pain when he is burnt just because Brutus feels pain when he is burnt
{as another projected property). The point is the fact that we prefer the latter reason to the
former with respect to the similarity though neither has any difference in applying the above
schema. [t clearly suggests that the plausibility of the conclusion depends on some implicit
condition that is not provided in the premise of the schema and that relates a similarity with a
projected property. Such an implicit condition should also be related to the target and the base,
because a similarity is a common property of a target and a base, and because the object that
is the base defines possible candidates for the projected property. lo reveal such an implicit
vondition which justifies some analogical imference 15 very important, because 1L prevents an

unrestricted superficial application of the analogical schema from vielding uzeless conclusions.

Much work on analogy has assumed a base to be given, and also a similarity to be given
without clarifving the relation hetween the similanty and the projected property, or have de-
fined a similarity independently of the property projected [8. 4, 5. 6]. For instance. Winston's
program works hased on a similarity measure which depends on counting equivalent corre-
sponding attributes in a frame. this means that the similarity is decided a priori independent
of the projected property. We should consider similarity in the context of a projected property
when the projected property s given. There is no doubt that what is the similarity depends
on what propertv is projected, and, moreover, the similarity influences selection of the base,
while a hase for a target circumscribes candidates of a similarity. Thus. an overall exploration
of relevance w.r.t. a target, a base. a similarity and a projected property is needed. The work
proposed by T.R.Davies ¢t al [3] is also done from such a motive. Their solution, however. does
not completely satisfv us in that, according to their approach, once we give the implicit condi-
tion (as their criterion} to a theory. analogy collapses into deduction. This will be against our
intuition (“analogy” is not deductive). Here, we seck another criterion w.r.t. a target, a base,
a sumlarity, a projected property and a given theory which leaves analogy non-deductive, In
Lhis research, we lake an approach to this goal in which we analyee analogy under the following

Lwo natural premises, by using classical lirst-order logic.
Premise 1: “Anpalogy is done by projecting properties from a base onto a target.”

Premise 2: “The target is not a special object.”

"This example originates from a famous seience fiction stoey[7].
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2 A logical analysis of relevance and illustrative criterion

The objective of this section is to analyze analogy as formally as possible and to obtain logical
relevance w.r.t. a target, a base, a similarity, a projected property and a theory.

In this paper, we use standard formal logic and its notations. An n-ary predicafe U s
generally expressed by Az(). where r is a tuple of n object variables, ¢ a formula in which
any ohject variable except r does not occur free. If U is not (semantically) equivalent to any
m-ary predicate (m < n), I/ will be called argument-sensitive®. If t is a tuple of n terms, U/(f)
stands for the result of replacing each occurrence of {elements of ) x in () by (each corresponding
element of ) ¢ simultaneously. Knowledge means a closed universal formula in this paper and is
expressed by a conjunction of elauses or a set of clauses according to its context (the former
expression is called a formula ezpression and the latter a clause-set expression). For instance,
if [ is knowledge, T will be expressed by a conjunction of clauses when it appears on the right
side of - and by a set of clauses when on the left,

Let knowledge A be a theory (a set of proper axioms), T and B terms (or a tuple of terms],
and P a predicate. Let S be a argument-sensitive predicate in which B does not occur. Then,

the analogy mentioned previously is expressed as follows.

A= S(B)AFPIB). 12)
A ST, (3}

Of ihe above meta-sentences, the former means that the base can be shown to have a certain
property S (a similarity ) and another property F (a projected property) from A, and the latter
means that the target can be shown Lo share the property 5. Moreover. in general, analogy 1s

not deductive,
AV P(T). (4)

As analogy infers P(T) under these, it implies that some knowledge [y is assumed in the

premise of (1), That is,
A, Fyv PIT). {3}

Now. as analogy is made by projecting properties from the base onto the target (Premise 1),

the following wonld hold. For some knowledge fg:
AF fg,  and,  Fa= fa(l), (6)

where fg(T) is the result of replacing every occurrence of (elements of ) B with (each corre-

“Ex. Neit.her_{.ia:\ y Ple))nor{Ar, y P{e)vQ(z, y) A =Q(z, y)) are argument-sensitive, because each of them
has a semantically equivalent unary predicate, [(AxPr)).



sponding element of ) 1" in fg. Thus. the essential information newly obtained by analogy is
f& in (6) rather than the explicit pro cted property F. Moreover, analogical reasoning must

be consistent:
AL fy(T) is consistent., (7]

Now, T 15 not special { Premise 2), that is, some object r must be conjectured to satisfy £ if

x satisties 5. As the same arguments to T can be applied to  when S{z) is added to A,
At fg,  and A S{x). felz) b Plx), (%)
which is transformed equivalently to
Ab fu, and  AF (Yafgiz)n Siej D Plx)) (9

because A is closed,

Now, the last clue to clarifying analogy is also extracted from the premise that the target is
not special. This premise implies that some class of propertios satisfied by base B is projected
to an arbitrary {similar} object which shares similarity 5 with B. From this observation. it will
be concluded that a reason (justification) for an analogical inference {that is. a certain non-
deductive projection) is based just on the fact that an object as the target shares similarity
with the base. Then, what class of properties is, in some sense. justified 1 being projected
onto an object # such that A4 - S(f) when A = S{(H) and. as the result. vields non-deductive
conclusions? In the remainder of this section, we will comsider the problem. As preparation for

this. we define a few meta relations.

Definition 1: to explain. Let o be a set of clauses and 3 a formnla. o explams 3, written as
il

7,00 3 is a logical consequence of o (o & J) and o s a numimal set (1e. if we remove

LIE';

any subsel from a. Jis no longer a logical consequence of the remainder o). |

Definition 2: explanation. Let A and F be a set of clauses and J a formula. # is an
ceplanation of 3 with A, written by *F I—;‘Lp 37 il F is a subset of 4 (F C A) and F explains
3(F Fagp 7). O

Then. A+ S(H] is equivalent to the following:

For some Fg:

F§ A S(B). (10)

Py

This meta-sentence shows that a subset Fj of A is a minimal set of axioms from which S{ B}

follows. Further, we define a minimal set of theorems of such Fj3 from which S(B) follows.

Definition 3: abstract explanation. Let 4 and & be a set of clauses and 3 a formula. o

is an abstract erplanation of 4 with A, written as “a F4,, 3", if, for some F, F "‘:lrp 4. Fka

ahat



and a b 5.
Then, the following is alse apparently equivalent to A+ S{H).

For some f g :

J& i S(B). (1)

abst

That is, we can handle (11} instead of A F S(B) withoul luss of information. Now, we
consider justified projection among ohjects satisfying similarity S. Under our weak premises,
we would have few candidates for such projection. Assume that all we know ahout a target
is just the fact that the target satisfies S. Justification of projection in analogy is given just
from that fact. The fact that the target satisfies S follows sufficiently if we assnme that the
target satisfies a f3* in (11)%. In this sense, the projection of a f3 is justified unless it vields
contradiction to A (AU f3(T) is consistent ). It would be difficult to justify projections of other
class of properties in any sense without additional premises because of the following: 1} In the
case that the result of a projection of a certain property does not follow from 4 and a fg{T].
the property is unnecessary in yvielding the fact that the target satisfies 5 and there is no sign
that the targer would satisfy the property [Remember that all we know about a target is just
the fact that the target satisfies 5). 2) Otherwise, projection of the property 1s unnecessary, as
the projection of the fg will be sufficient.

From this observation. it turns out that only fg would be justified in being projected. Now.
it is only the knowledge invelving the occurrence of B that is actually transformed by replacing
B with T. Let F be a set of clauses and () a term {or, a tuple of terms). By Flg, we mean a sct
of all clauses in F in which (0 occurs {or, some elements of () occur). Then, the consequence

of the above arguments can be described as follows:
fe = fils. (12)
From (9) and {12].
A (Ve falplz) A S(x) D Pla)) (1)
is obtained. (Note that A+ fg|g by definition.) It is shmplified to

At (Ve flslz) > Plx)).? (14)

Ihceurately speaking, as j";‘} s not a4 property. .lu:rfﬁl:z} is correct,

#I'he proposition shown later guarantees that.
*Let K be the compliment of f2lg in f5, that is, let | be a set of the clauses in which B does nol occur in

f&. As f§ is an abstract explanation of S{R) and fﬂ = ff,lg LR, it yields ffrlg.H F S(8) and & itself does
not involve H, therefore, K& (Yz [§|s(2) O S(z)). Becanse A R, AF (Yz filalz) > S(z)).
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(lonsequently, we summarize the above results (2). {3), (7). (12}, (14] as the following crite-

TI0TL.

Definition 4: illustrative criterion. I and # are (tuples of] object constant terms. S
is an argnment-sensitive predicate in which none of B occur. and P is a predicate. A is a set
of closed clanses (knowledge). Then, the 5 tuple, < T. B. S, P, A =, satisfies the illustrative

criterion if all of the following conditions are satisfied:

i) The outward simmilarity A F S(T) A S(B).
ii) The causal relevance:  For some f§ st. fg 4, S(B),

ii-a) causal implicability, ~ AVF (Vzf3|u(z) D Plx))
ii-b) consistency: AU f3|s(T) is consistent,

where f5lg(T') is the result of replacing every oceurrence of B with T in f§|g. O

Intuitively, 1) The outward similarity shows that both T and B can be shown to share a
property S from A. ii} The causal relevance shows that a cause f5|y of a phenomenon. S(B) |
“H satisfies 871 involves a canse of a phenomenan, P{R) (¥ B satisfies P7), and it is consistent
even if T has the former canse, f5|g (T).

Ax f2|aix) is called the inward similarity because f§|g(T) does not generally follow from A
{on the other hand, A F fla(B)). while § is called the oulward similarity because it can be
.‘\'Ill}"h’Tl Lo ]H" H}IHIH‘d lI:JI'I.-' B i'll!l{] T...

The reason that the above eriterion is called dfustrafeee and s based on the Fact that there
exists at least one object satisfving both P and & that can be explained by the reason of
satisfving a certain causal property f§|g. That is. satisfying 5 is circumstantial evidence
of satisfving f5 |x and satisfving P can be proved from satisfving f3 |g. which is justified
(illustrated) with at least one thing, a base.

When 5 tuple < T, B. 5. P, A > satisfies the illustrative criterion, P(T') is called justified
illustratively, and. in this case, when P(T) is obtained by an analogy. the analogy is called
illustrative and each corresponding couple of B and T are called illustratively similar.

The following holds.

Proposition. When 5 tuple < T, B, 5 F, A > satisfies the illustrative criterion, denoting
A falslr) as an inward similarity, the following holds.
fSls(T), A b P(T) D

The above theorem says thal, once fi|g is projected onto 1" (that is, fi|s(1) is assumed},

F(T}) is deducible from A4 even if A P(T).



This criterion. to be satisfied by analogy, was obtained from formal arguments. What meaning

does such a formal analogy have? The next section gives the answer.

3 Intuitive meaning of the criterion

Ceansider the traditional philosophical problem of other minds. While | know that T have
a mind because of my experiences, | do not have any experience of your experiences. Then,
how do T know that vou also have a mind? Apparently. though the only evidence we have
on which to base onr inference is the external observation of others, we still seern to be able
to reach the proper conclusion. When we need to infer something about others, by imagining
ourselves in their shoes and by simulating them, we sometimes find an explanation of how and
why they are what they are, and can conjecture unknown properties which they would satisty,
for instance. their present state, character. changes of mind, and the purposes of their past
and future actions. Such reasoning may be divided into the following four steps: 1) to think
ahout an ohservation of an unknown domain {S{T)) as if it were a case of a well-known domain
(5{B)). 2) to extract implicit properties { [ £|H} from the well-known domain which are necessary
to explain and understand the observation (f& Fesp S{B1), 3) to map the extracted knowledge
inte the unknown domain (fg|g(T)), and then to deduce various plausible ronclusions about
the unknown domain from the mapped knowledge and general knowledge (fala(T). A+ P(T}).
Therefore, such reasoning can be considered as a type of illustrative analogy, where the base
case 1s ourselves, the target is the other person, the {outward) similarity is the fact that we
can cause the same phenomenon, and the projected properties are, essentially, facts about the
hase case which are needed as some premises in the explanation of the phenomenon, or logical

consequences of given knowledge and the projected facts about the hase.

One of general objectives of the research of computational analogy will be to make a system
which, given a theory including various cases. can answer a query, “Does T satisfy P (P(T)?)"
by making use of analogy. For this goal, we need to solve some crucial problems: how we should
retrieve a proper and similar base case and how we should focus on a relevant property among
s many similarities. In general. the following have been central problems: 1) what ohject
should be selected as a base wor.t a target, 2} which property is important in analogy among
properties shared by two objects, and 3] what property is to be projected w.r.t, a certain
similarity. The criterion exposed here would shed light on a way to find solutions for them.
An object B for a given target 1' {an object T for a given B} is similar when BT satisties an
iltustrative criterion. Also. a property S for a given P (a property P for a given 5] is relevant

(ar. important) when S.P satisties the illustrative criterion.

-1



4 Example

Various types of reasoning can he treated as illustrative analogy and abundant application
of illustrative analogy can be considered: recognition of other agent’s purpose, discovery by
analogy and explanation of why and how similarity changes according to the problems to be

solved. Here, we show one example | We will show more in a longer version of this paper).

Example: Discovery by analogy. Ilustrative analogy is used to predict unknown properties
w.r.t. our solar system. based on the fact that a planet revolves around the sun. Under
S = Revolves, T = Planet, Sun, the issue is to search P and B which satisfy the illustrative
criterion. Let the proper axiom A involve the following knowledge of our solar system: “A planet
revolves around the sun”, “The sun is apart from the planet”, “The sun is not connected to

anything” and “The planet 1s not connected to anything”, i.e.

Hevolves| Planet, Sun), (EL.1)
Apart From{ Sun. Planet), iEL.2)
Yr—(onnects|{ Sun, ), i EL1.3)
Wa=Connccts| Planet, o). iEL1.4)

First of all, search for a target which can be shown to satisfy the similarity is done, that is,
it 1s a search for a tuple < r,y > which satishes Hevolvesir. y) {which can be done hy ordinal
deductive guery-answer systems). Here, we assume that 4 also involves the following knowledge
on experiences of Mr. N of revelving a stone with string: “a stone revolves around and apart
from Mr. N”, “The stone 15 not supported”. “Mr N is connected to a piece of inextensible
string which is connected to the stone™, “Mr. N draws the string” and “When Mr. N attracts
something unsupported, if it remains apart from Mr. N, then it revolves around Mr. N”, which

are described as

Revolves( Stone, N ), (F1.5)

Apart From|[ N, Stone), [E1.6)

= Supported] Stone ), (E1.7)

Ceannects( N, Strong . (E1H)

Connects| Stone, String). (E1.9)

Inextensive| String). (EL.10)

Draws( ¥, String). (El.1L}

(Yr—Supportediz )t Apart From{ N,z A Atlracts| N, o) O Revolves|o, N ). (E1.12)

Additionally, A involves some general (physical) rule: “When r is connected Lo inextensible
: and y is connected to z, if ¥ draws = then r attracts 7 and “If r is not connected to anything.

r is not supported”. which are described as

(Wr,y, sInextensible{ ) A Connects(r.z) h Connects|y. =) A Draws|x. 2) O Attracts{z, g}, (E1.13)
(Yrdy=Conncetsiz,y) O ~Supported(x)). (F1.14)



Then. for the query “What is a tuple < r,y > s.t. Revolves(z,y)?". let the answer he
< Stome. N =, that is, H = Stone, N. The result reveals correspondence between the target

and the base. that is, in this analogy, Planet corresponds to Stone and Sun corresponds to V.

Second. by explaining why the stone revolves around Mr. N, candidates of inward similarity
are extracted. The candidates occur in such an explanation, and the following abstract property

of the base satisfies the illustrative criterion as an inward similarity( f3|s) ©:

(Wz—-Supportediz) A ApartFrom{ N z) A Attracts( N, r} 2 Revolves(z, N}),
~Supported| Stone),
Apart From{ N, Stone]),
Attracisi ¥, Stonel.

Finally, by projecting this to the target, the following non-deductive conclusion (P de(f§]
slr1)) is obtained. that is. from fz|s(1),

(Yr—Supported{z) 1 ApartFrom{Sun,r) A Altracts| Sun.r) > Revolves(z, Sun)).
Attractsl Sun, Planel].

This knowledge savs that “When the sun attracts somnething unsupported, if it remains apart
from the sun. then it revolves around the sun” and that “The sun attracts the planet™. This
suggests that the sun might be able to attract the planet without having any connection to it,
which might lead to the discovery of universal gravitation.

Also. note that, even if A involves Englishman{N). this property would not be projected
into the sun (e, Englishman{Sun)} because the property will be unnecessary in explaining

why the stone revolves around Mr. N,

5 Conclusion and Remarks

¢ What is suggested by the results obtained here?

Nole that necessity is preserved at each step 1o getting the illustrative criterion in the
second section. That is. once we assume the two premises for analogy nsed in this pa-
per. it secmus to be an inevitable conclusion that an analogy which infers PIT) from
STV 8B, PLRB) satisfies the illustrative criterion (We must, however, pay atlention to
the possibility that translation of the premises into a [ormal system might vield sore
gaps ).

Therefare. to examine whether a system of analogy satisfies the criterion will be inter-
esting. Because. if it does not satisfy, it suggests that the system ignores the premises in

some points or assumes other strong Premises.

©A more specific candidate, {(E16) ~ (EL.12]}, does not satisfy the consisteney condition




¢ What new system will come from the results obtained here?

Many novel systems are suggested by the results, for example, a system. without given
“important” similarities a priori, adaptively decides similarities depending on a given

pmh}em to be solved.

Open problems

a) Though this research might shed light on the way to realize a general analogical
inference system, here we show a mere speeification which must (possibly) be satisfied by
a logical system for analogy. A search algorithm for tuples which satisfies the illustrative

criterion remains to be explored in the future,

b) In the case that there are multiple explanations. especially when different bases vield
different explanations, their illustratively justified conclusions could contradict with each
other. The situation would not be strange at all, because we often find that analogies
based on different bases lead to different conclusions. Though this would be true. we
should not ignore the fact that we prefer one explanation more than others according to

the situation. The problem of which explanation is most preferable to us is open.
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