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Absiract

A high performance 40-bit Al prucessor with a capability
of 1.5 MLIPS (Mega Logical Inference Per Second) in append
has been developed. The performunce of this processor is
achieved by the combination of novel architectures of pipelined
data typing and dereference, a 0.8-pm CMOS echnology, and a
clock scheme.

1, INTRODUCTION

Application specific processors for symbolic processing
languages such as Lisp and Prolog played a great part in
research and development of AL It is not suitable for general
purpose proccssors to execute Lisp and Prolog, because
additional specific operations are necessary for these respective
languages. These operations are data fyping which means
checking the data type by the g, dereference which involves
searching the reference data, and so on, General processors are
not good at these operetions. Hence several Al processors such
as Ivory [1], Pegasus [2], and PSI-1I [3] have been developed.

To attain higher performance, it is effective to make a lot
of processors operate in parallel and to reduce time per machine
cycle (Tm} of the processors. We have, therefore, developed a
40-bit Al processor called PU. The PU chip is a key component
of the PINGm (Parallel Inference Maching) and Al workstation,
PIM/m is being developed in the Japanese Fifth Generation
Computer Systems Praject |4]. The PU chip is able w execute
two different type logic programming languages, KL1 [3] for
PIM/m and ESP [6] for the Al workstation. KL1 is a parallel
logic programming language and ESP is an object onented logic
programming language.

For data typing and dereference, the PU chip has
powerful mechanisms to manipulale tagged data. Especially, the
pipelined data typing and dereference are the most unigue
feawres of the PU chip and they contribute to reducing Tm and
exccution steps. The PU chip has been fabricated in a 0.8-ywm
CMOS technology and this wechnology also contributes o
reducing Tm. When the PU chip 15 integrated into the Al
workstation, the performance of a 1.5 MLIPS in append s
achieved.

This paper describes the novel architectures of pipelined
data niping and dereference, u 0.8-pm CMOS wechnology, and a
clock scheme for achicving the high perfonmance of the PU
chip.

. HARDWARE ARCHITECTURE
The PU chip is a 40-hit pipelined microprocessor under

the control of a microprogram stored in a 32K-word WS |7
The hardware architecture 15 described in this section.

2.0 Tag Archilecture

The PU chip supports fast execution of the logie
programming languages through a tagged 40-bit architecture. A
40-bit duta includes an B-hit tag which indicates a data type. In
general, the logic programming languages have no data type
declaration of variables. But operation varics with data 1ypes
such as integer, character, and pointer. The tag 15, therefore,
required besides an operand value, and data ryping o check the
data type by the tag is an imporant operation.

There is also a specific and trequent operation calied
dereference in the logic programming  languages. Dergference
means that a CPU examines a chain of data which has a wag of
reference pointer and processes the last daa having a non-
reference pointer as shown in Figure 1. Data typing and
dereference are very important for an eflicient implementstion of
ihe logic programming languages.

lit izati

The PU chip consists of five pipeline stages which are an
instruction decode (D-stage), an operand address calculation (A-
stage}, an operand data read (R-stage), an opersnd dati scl uplS-
stage ), and an execution (E-stage) as shown in Figure 2.

There is a RAM table (OPT) for instruction deende in the
D-stage. Each entry of the table conting 2 start address ol a
microprogram routing and & nano-codde 1o control the following
stages. This RAM decoder makes it casy w develop the
microprogram and makes it possible to execute several
languapes such as ESP, KLIL, and Lisp.

In the A-stage, an operand address is calculated from
wwo of following resources acconding to the nano-code. They
are:

{ 1lan operand field of the instruction,

(2)a program counter,

{3)a register file (ARF) of the A-stage, and

(A)twa address registers,

ARF is a copy of a register file (RF) of the E-stage. The A-stage
iz alzo used w convrol inswuction feich, including conditional
and unconditional branch operation.

An operand is fetched from adata cache in the R-stage. il
NECESSArY.

The S-stage is used 1o select operands from the
following resources and 1o transfer them to the E-stage
according 1o the nano-code. They ane:

(1)an operand lield of instruction,

(2)the operand feiched by the R-stage and its address,

(¥)a repister file (RF), and

{4} working register (WR].

The S-stage is an addilional special stage of the PU chip. This
stage is required for the pipelined date typing and dereference. us
discussed later.



There are two pipelined phases controlied by
microprograms in the E-stage. The first phase containg RF, WR,
and special registers. This phase is shared by the S-stage and the
E-stage for the operand set up. The sccond phase has two
lemporary registers, two memory address tepisters, and two
memary data registers, Two operands of thuse registers arc
computed by ALU, and the result is written into registers in the
first andfor sccond phase.

2.0 Pipeli an i

Both datg typing and dereference are performed by
checking the g of dita and changing the eontral flow according
to the result. The PU chip has powerful mechanisms, including
the pipelined data ryping and dercference, for these operations.
The pipelined data ryping and dereference, which are the most
uniyue features, mainly depend on the S-slage.

There arc the following three functions for duta ryping in
the S-stage. They are:

(limodifying the microprogram entry address by comparing the
tag of the operand fetched by the R-stage with an immediate
value,

(2)seting up the offser of a mulii-way jump by the g of the
operand which was feiched by the R-stage, and

(3)setting up the two-way jump condition by comparing the tag
ogl an operand transferred to the E-stage with an immediate
value.

The first two functions require the special stage between the R-
stage and the E-stage.

The S-stage also performs dereference. There are two
cases for dereference, case-1 is dereference from data of RF and
cise-2 of the memory. In the R-stage, the operand is fetched if
the data of RF contains reference pointer for cave-J, and always
fetched for cuse-2. In both cases, the tag of the data is examined
al the operand is ferched repeatedly froun the memory in the 5-
stage until non-reference data is obined,

3. LAYOUT DESIGN FEATURES

The PU chip pholomicrograph is shown in Figure 3 and
the device feaiurcs are summanzed in Table 1. A cell-based
design method is adopted 10 reduce the layout design time. The
chip consists of fifty kinds of standard cells and macro cells
such as RAMs and PLAs. Thewr macro cells are generated by the
in-house module generator. The layout design and a verlication
are completed for only two weeks. But the clocking scheme is a
problem in furge-die and high performance VLSIs which are
designed by using cell-based design method. .

L1 Problem of Clock Distribytion

A hierarchical and tree clock distribution method is ofien
useful for automatic layoul design [B][9]. Bur it is necessary 1o
control load balance for each buffer, control line length, and
adjust the buffer size after the layout on the hierarchical clock
distribution method. Their adjustments are diffieult for a
commercial automatic place and route program. When 12,000
standiard cells are routed automatically, a clock skew is increased
between any two repisiers’ active clock edges. We, therefore,
adopt the following methads 1o solve the above problem.

3.2 Clock Sirpepy

In order o reduce clock skew amd delay, big clock
buffers of two steps are utilized and clock distribution lines arc
placed as shown in Figure 4, Two phase non-overlapping clocks
control many gates of flip-flops. These two phase clocks must,
therefore, drive heavy loads. Several other phase clocks are
necessary for.the control of RAMs amd PLAs. These clocks
drive light Inads. The first buffer drives the second buffers, hight
lowds, and dummy loads, The second buffers drive heavy loads
as shown in Figure 5. A differcoce of delays between the light
loads and heavy loads is minimized by inserting dumemy loads,

In order 1o reduce ihe clock skew of heavy loads, the
outputs of the second buffers are connected in horizontal
channels of a standard cell area. The width of the venical lines is
wide to reduce the resistance, that is 10 pm. And that of the
horizontal lmes is LA o which is the minimom widih @ reduce
load capaciance. The channel width of the second buffers anc
3200 um for p-ch transistor, 1600 wm for n-ch ransisior,

4. DE-pm PROCESS TECUNOLOGY

The PU chip has been integrawed in o 0.8-pum CMOS
technology with single-polysilicon and double-metal. The 16.3-
mm % 13.6-mm PU chip contains 384,000 transisiors and is
packaged ina 361-pin PGA.

The main features of this rechnology are summarized in
Table 2. Gale leagth 15 0.8um for n-ch and p-ch transisior, A
“gate/n- overlapped LDD™ [10] structure is used in n-ch MOS
transistor. This structure is formed using the rottional obligue
n- ion implantation. Conventional LDD structures are used in p
ch MOS wransistor which improves cumrent deivability, Sufficient
punch-through wlerance is achieved by optimized doping profile
lor channel region. For the advanced structure with muli-level
inicrconnections, TEOS (Tewra-Ethyl-Ortho-Silicute) and (o

(Orzome) are used as an inter-layer dielecine,

5. PRACTICAL KESULTS AND APPLICATIONS

5 X HLFI ]

The realizations of | -nwe clock skew and 2-nsec clock
delay are measured by an EB wester. Figure 6 (a) shows the
skew and delay of heavy luwds, und () shows the delay of lipht
lpads. These skews and delays resull in a 30-Milz chip
aperation at room emperature with a 5-V power supply. Figure
7 shows a typical schmoo plot of time per maching cycle {Tm)
versis a supply voltage,

The I'U chip has been integrated into an Al worksiation
and the capability of 1.5 MLIFS in append, which is quit
typical in the logic programming languapes, is achieved at a
16.7-MHz operation {worst condition). The typical power
consumption is 2.5 W with a 5-V power supply at a 16.7-MHz
operation,

The performance of the PU chip has been improved by a
factor of 378 as compared with he previous processor, PS1-1
[3]. in the ESP execunon. Details of the factor are shown in
Table 3, The factor of 1.67 is duc to the 0.8 um double-metal
CMOS echnology, and the factor of 2.27 is due to the novel
architecture. The novel architecture reduces both Ter and
exccution steps. The improvement ratios ol performunce are



1.67 for Trm and 1.36 for the exccution steps.

The PU chip is also a key component of PIM/m (Parallel
Inference Machine), Up to 256 processor elements are connecied
to form a two-dimensional mesh network in PIM/m.  The
processor element has the processing unit which includes the PU
chip, the cache wnit, the main memory, the floatng point
processor, and 1he nelwork control unit as shown in Figure 8,

PIM/m has four times mone processor elements than the
multi-PS1 which is a multi computer system using P51-11. And
the performance of the processor element will be improved five
times more in the K11 execution. The first PIM/m system will
be completed in whe first quaner of 1991,

6. CONCLUSION

A high perfurmance 40-bit Al processor has been
successiully Tabncated. The high perfosmance with a capability
of 1.5 MLIPS in append 15 duc 10 the combination of the novel
architecture, the O.8-um CMOS techoology, and the clock
scheme. First silicon has been Tully functional and has booted
the SIMPOS operating system. The Al workstation, PSI-UX,
which carmes this processor has been completed already and bas
produced since Janvary in 1991, The Al processor makes it

ossible to establish a high perfommance multh compulier Sysiem
in a smadl size.
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Figure 1 Unifcation with Dereference
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Table I Chip Features

Chip size 16.3 mum & 13.6 e
Transistor count 2adk
random ingles 110k
AaAMe 270k
FPlLASs 4k
Packaga 351 -pin FGA
Data width 40kt
ALU 32bit
Pipeline 5 stage
Frequency (wors! condiion) 16,7 MHr
Powver Stsaton Shw
war
(ar 16 TMHz)
System performance .51 MLIPS
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Figure 3 Chip Pholomicrograph

Table 2 Technology Fealures
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Table 3 Performance Improvement by PU

lima append operation
par machine eycla in ESP
PSHI
| pravious 16Tnsac 15steps
Procossor)
0.8-pm PSHI 100nsac 158t8ps
PU E0nsec 11s1eps




