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A cognitive model of conscionsfunconscious processing (the CfU model) is proposed. The model
cansists of two parts: symbalic processing and nonsymbelic processing. In symbolic processing, at most
one of parall=l processes is executed consciousty and the athers. for example, experienced processes, are
executed automatically. Although conscions processing follows choice nendeterminism, recent memory
enables pseudo-backuracking. Nonsymbelic processing is spreading aclivation in a network, which is
executed unconsciously. It associntively narrows down knowledge that can be accessed from svmhbalic
pracessing, enabling effective exscution of symbolic processing. A simulation method of the C/U medel
which utilizes the characteristics of a pacallel logie programming language s shown



1 Introduction

The cognitive architecture of human beings has been modeled mainly in two ways: modeling based
on network architecture analogous to the neural network (for example, [7]), and modeling based on serial
cymbolic processing. The former can explain automatic sensory and motor svstems, and associative
cogritive processing. It has the advantages of inherent paralielism, tolerance to faults and noise, and
graceful degradation However, it is not suitable for executing symbaolic processing.

The iatter, however, can explam symbolic problem-solving and inference, but it is not sufficient for
medeling coznitive architecture as a whele. For example, it is difficult to extract related knowledge
dynamically; this is one of the causes of the frame problem. It is alse difficult to make a correspondence
between input signals and concepts which are used by the system. The difficuity with symbol-based
modeling appears as the hottleneck of tnowledge acquisition in building experl systems.

In section 2, we propose a cognitive model that utilizes the benefits of both a network-based and a
symbol-baszd model, We also discuss the other viewpoint of the model, that 1s, the distinction between
what one can be conscious of and what one cannot be conscious of. Section 3 deseribes a simulation
method that utilizes the eharacteristics of a parallel logic programming language and briefly introduces
the language. Section 4 shows some examples to explain the model.

2 C/U model

Here, we propose a cognitive madel of conscious /unconscious processing (C/U model) which explains
various features of mental processes as follows:

» Mental processes accur in paraliel. For example, sensory, cognitive and motor systems can wark at
the same time.

« There are two kinds of processes: what one can be conscious of, and what one cannot be conscious
of. Fur example, a person can be conscious of lopical inferences and the results of recognition, but
cannot he conscious of how he recognizes human faces or how he comes up with an idea.

« A person is usually conscious of one thing at a time.
s A person can tell what he was recently conscious of,
« As a person becomes experienced at a task, it becomes automatic

« The knowledge of which a person is conscious is automatically limited to items which relate to the
current context. Therefore, he ean think efficiently.

# The eatlier stage ol input processing is not affected by conscions processing, but the later stage is
affected

Fig. 1 shows the structure of the C/U model. The model consists of two parts: symbolic processing, of
which a person can be conscious, and nounsymbolic processing (or pattern processing), of which a person
cannot be conscious. Both parts are executed in parallel.

We assume that symbolic processes are executed in pacaliel in symbolic processing. Al most one of
these processes is executed consciously (conscious processing) and the others are execuled automatically
{symbolic unconscious processing). One example of symbolic unconscious processing is an experienced
skill. A stale that has ne conscious process is expressed as losing one's consciousness of sleep without
dreaming.

One of the characteristics of censcious processing is that it utilizes recent memary which keeps the
contents of recent conscious processes. A person can report the contents of recent memory. Recent
memary has limited capacity, and it does not keep the candidates which are noi selected and of which
the person is not conscious, but keeps what the peison was conscious of. Thus, it does not enable strict
hackiracking such as Prolog offers, but enables pseudo backtracking Tt also enables return from a shorl
interrupt.  Froo example, 1f o person is interrupted while doing a task, he can resume the task if the
interruplion is short
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Figure 1: Struciure of the C/U madel

We suppose that there is an unconscious process that decides which process a person is conscious
of (unconscious metaprocessing). For example, a person is usually forced to pay attention to changes
in input from the environment, snd tends to do tasks to which he iz aceustomed without paving close
attention to them.

In nonsymbolic processing, nonsymbelic (ar pattern) processes are executed in parallel and uncon-
sciously (nonsyvmbolic unconssious pri:nmﬁir];ﬁ Taw 5;]re;1(]i||g activation. The functions of this part are
later processing of input signals, and associatively narrowing down knowledge that can be accessed from
the symbolic processing part. The processing of the nonsymbelic part goes en receiving netivation from
the input modules and from the symbelic pracessing part, and according to the weights of the conneclions
which reflect the statistical properties of past processing.

Early processing of input signals ts done in input modules which are the outside of the C/U made],
and the functions of input modules are not affected by symbolic processing. Emeotien, desire, and mood
are also the cutside of the model.

The words “conscious” and “unconscions” are used in varions ways. {See, for example, [3].) Repre-
sentations such as losing or recovering consciousness correspond Lo the absence or presence of consclous
pracessing in the C/T model, Consclousness as & monitor of the current process is represented in the



model, toa, Epistemic awareness about the contents of memory, su ch as what one knows or how one
obtains knowledge is not handled in the model. Consciousness of self is not bandled, either.

The term “unconscious processes” refers to various kinds of processes: symbolic unconscious processes
as experienced skills of processes without focal attention, nonsvmbolic vnconscious processes such as
nonverbal processes hiding under symbolic processes, processes in input/output modules, or emotion,
desire, or mood.

3 Simulation in a Parallel Logic Programming Language

This seetien describes a simulation method that utilizes the characteristics of paratlel logic program-
ming languages. [n this paper, it is explained using Guarded Horn Clauses (GHC) [11]. a parallel logic
programming language, but the basic idea is common to simulatien in other parallel logic programming
languages, such as Concurrent Prolog [10] and PARLOG [2].

3.1 Overview of GHC

GHC was designed as a general parallel programming language based on Horn-clause logic. It can be
used for deseribing concepts proper to parallel programming such as paralleiism, processes, communica-
tion, and svuchronization. [ts framework is suitable for describing open systems which interact with Lhe
outside world.

A GHC program is a set of guarded Horn clauses of the following form:

H:- 6Gt,...,6m | BY,...,Bn. (m>0, n>0)

where H, Gi's, and Bi's are atemic formulas. ¥ is czlled a clause head, the Gi's are called guard goals,
and the Bi's are called body goals. The connective :— means ‘is implied by', and , means conjunction.
The only difference from an ardinary Homn clause is that ene of the conjunctive operators is replaced by
a commitment operator, |. The part ol a clause before | is called a guard, and the part after | 15 called a
howdy. TDeclaratively, the commitment eperater denotes conjunction, and the above guarded Horn cligae
ts read as “H is implied by 61, ... ,G= and B1,...,80".

AND-connected goals are solved in parallel. This kind of pazallehizm is called AND-parallelism in this
paper. Clauses which can be resolved with a goal are searched in parallel, and one of the clauses whose
puard has succeeded is selected; at that time, other candidates are discarded, therefore, the selection
cannat be made again, This kind of nondeterminism is called choice nondeterminisim. Choice nonde-
terminism is not suitable Tor gathering muliiple solutions, but it is suitable for describing the progress
of things in the real world. AND-pacallelistu and cholce nondeterminism are common characteristics of
parallel logic programming languages.

GIIC introduces partial order en bindings by the suspension rules of unification:

o Guard roals cannot instantiate the caller,

s+ Body goals of a clause cannot instantiate the coller until the clause 15 selected.

Unification that can succeed only by causing such instantiation is suspended until it ean succeed
without causing such instantiation,

GHC con be viewed as a process description language. That s, a goal can be viewed as a process
that cheerves input bindings and geuerates output bindings according to them. A program clause can
be viewsd az a process rewrilo rule. limerprocess communication is done using shaeed variables, and
gvnehronization is realized by the above suspension rules.

3.2 Simulation Method

This section explains the correspondence between the concepts in the C/U model and the descrip-
tions in GO, Syribalic pracsssing in tie /U maodel is described as successive startmg of processes
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Figure 2: Computation in the C/U model

in the AND/OH-tree structure, and nonsymbelic processing in the medel is described as interprocess
communication in the network strueture (Fig. 2). '

A template of the program which simulates the C/U model is shown below. In GHC, we follow the
syntactic convention that begins variables with uppercase letters, In the following templates of programs,
mest argurmnents are omitied for simplicity.

mental_processes{ J:i- true!
symbolic_processingl J,
nonsymbolic precessing( ).

"This clause says that symbolic processing and nonsymbalic processing are executed in ANTD-parallel.
A template of clauses which represent symbolic processing is as follows:

head{ 1:- Statel=nctive|

gealii( },....gealtn{ ). €1l
head({ J:- StateZ=active|

geal21( ),....geal2m{ ). 2}
herd( }:— Stato3=actavel

gealZi( ), ... ,geal310 . £2)

Sratel, State?, and Stated are variables which denole the activity of each clawse, (1}, (2}, and {3},
Fach variabie is kept uninstantiated while the corresponding clause is inactive, and it is instantiated by
nensvrbolic processing when the corresponding clanse turns active. 17 the variable is not instantiated,
excoution uf 1he guard zoal w suspended acconling to the suspension rules of GHOC

Clawses of this form represent the following concepis:

e A kind of parallel proces=ing



Bodv goals can be solved in parallel {one type of AND-parallelism). This represents one kind of
pasallelism in human information processing, that is, one can do many things at the same time;
ane thing 15 done conscionsly, while the others are done automatically.

o Arrival order dependency

Which clause is chosen among clauses whose guard goals have succeeded is not decided deductively.
It typically depends on the order of success. As Hewitt paints out, the behavior of concurrent sys-
tems is often critically affected by the order of arrival of communications, and in general, the arrival
order decisions are not deductively derivable [4] We suppose thal the arrival order dependency is
common to human information processing.

» Stream of consciousness

Once a clause 15 chesen, the selection cannot be made again (choice nondeterminism}). This repre-
sents the nature of nondeterminism of human information processing, that is, processes proceed as
time passes and basically do net backtrack Fer the conscious process, this represants a stream of
consciousness.

e Knowledge with scope

Only a clause whese guard has succeeded can be chosen, and one of the guard goals of each
clause tests the activity of the clause, This represents knowledge with scope which en ables efficient
inferences according to the context. That is, svmbelic processing can access only knowledge which
iz activated by unconscious processing.

o lnput-driven processes

While the variables which denote activity of the clauses are not instantiated, executions of the
guard goals are suspended. This represents input-driven processes, that is, one is conscious enly of
the presence of some stimulus, but not consciows of its absence.

An example of clauses which represent nonsymbolic processing in the C/U model is partly shown
below. This patt of the C/U model can be viewed as simulating the connectionist model [T1, that is, a
node in the connectionist model 15 Tepresented by a process in GHC program, and spreading activation
is represented hy inlerprocess communication.

p:‘ucass{lnl,Ini.l:ll.i*:'l,Rcad.,.hc:iv:t:,r.ﬁ'r.atel]l,'— Iint=[fire|Tailll
calculate{hctivity Newhctivity),
set_Dutl_if_necessaryl( 1},
instantiate_Statel_if_nucessaryl ),
p:qgess{Iail,InE,uutj,Raad,Heuhctivity,Stateij.

p:n:ess{lnl,In?.ﬂutl.Raad.hctivity.statel:-
Read=[(Threshsld,Statel)|Tail], Activity>=Thresholdl
Statel=active,
process(Inl,In2, Ountl,Tail Activity,State}.

p:ccusstlnl,lnz,ﬂut:,P.ud,;.ct':vity._}:-
Read= [(Threshold,State1) |Taill, Activity<Threshold|
prncesa{In!,InE,Duti,Tnil,lctiuiny,ﬂtatel}.

The process programmed here has two input streams, Ia1 and In2. and one autput stream, Outl, for
intorprocess communication. The process has a corresponding clause, (13, for the symbolic processing
ehiown zbove The activity of the process can be read through a stream, Read. The first clause of
the program means that if the Inl stream is instantiated, that is. if the process which is connected
through Int fires, then Newhetavaty is caleulated, and so on. The second clause shows that if a message,
(Thresholc,Statel), comes through the Read stream, and the process is active, then variable Statel



in the messaze is instantiated. Variable Statel is used for judging the activity of clavse (1) as shown
aboave.

To sum up. from the viewpeint of expansion of the basic function of GHC, the function of the
C/U mode! i deccribed as follows: the model utilizes AND-parallelism and hoive nordeterminism of
the language 5s a basis, narcowing down OR candidates with nonsymbelic unconscious processing, and
enabling pseudo-backiracking with recent memory in conscious processing.

The unconscious process that decides which process a person is conscious of and the conscious process
with recent memory have net been implemented. They are planned to be realized as an expansion of the
GHC interpreter; the basic idea is that processes which can be executed deterministically by narrowing
down ORt candidates tend Lo be executed automatically.

4 Examples

This section describes three examples to explaim the advantages of the C/U meodel. Example 1 shows
dvnamic extraction of knowledge which relates to the current context. Example 2 describes pseudo-
backtracking utilizing recent memory. Example 3 is an example of AND-parallelism, input-dnven pro-
cesses and skill acquisition.

4.1 Example 1: Knowledge with scope

In conventional knowledge representation such as frame or semantic networks. knowledge is statically
represented for particular problems; thus, it is difficult te use the knowledge for other problems. If
knowledge is added for further use, another problem of specifving related knowledge occurs.

For example, the hicrarchical relation ameng horse, table, and bicycle must be represented differently
depending on the prablem as follows:

— —— —
animate inanimate cannot_be ridden can_be_ridden unstable stable
horse  table  bicycle table bicyele horse bievele horse  table

In the C/U model, these relations are all represented together as shown below, and related knowledge
is dynamically extracted by nonsymbolic unconscicus processing according to the current context. For
example, in a context which relates to a trip, the property, can-be-ridden, may be found. Nonsymbolic
processing s not shown here; it s written as spreading activation as shown in gection 3.2,

proverty{horse,k):- Lifesactivei A=animate.
property{horse,X):- Riding=active| X=can_be_ridden.
property{horse, X):- Stabilisy=active| Ksstable.
roperty{table X):- Lifesactive]| X=inanimate.
property{table,X):= Riding=active| X-cannot_be_ridden.
proparty{table X):= Stabhilitycactive| X=stable.
preperty{bicyele,l):= Lifesactive| X=ipanimate.

property (bicycle,¥):- Ridinp=active| X=can_he_riddaen.
property(bicyele, Xl - Stability=active| Isunstable.



4.2 Example 2: Pseudo-backtracking

Waltz et al. explained the interpretation of semantic garden path seniences bv an activation network
[13] Iritially ambiguous and unstable, the network settles on a single interpretation, using a parallel,
analog relaxation process. An example is the sentence, “The astronomer married the star” “Star”
means both meovie star and celestial body. The meaning, celestial body, is initially highly preferred
hecause “astronomer’ primes celestial bady, but eventually, since celestial body conflicts with “married”,
the meaning, movie star, wins.

They argue that, if activation level is taken as a prime determinant of the contexts of consciousness,
then their model captures a comman experience of people when hearing the sentence. However, they do
not arsue furtiier about consciousness and backtracking.

In the C/U model, the interpretation of semantic garden path sentences is explained as intentional
pseudo-backtracking using recent memory. In the following program, nensvmbolic processing is not
shown, and some arguments are emitted for sumplicity.

meaning(star,Meaning,nene),
censistency_check(Meaning , Resuls,..),
branch{Meaning,Result,..),

branch({M¥eaning,consistent, .. }:= truel true.

branch(RecentMemory,inconsistent, ..}~ truel
meaning (Word,Meaning RecentMemory),
consistency_check(Meaning, Resulz,..),
branch({Meaning,Result, . .].

mEAR ingist ar,Meaning RecentMemo Iy)i-
CelestialBedy=active, CelestizlBedy\=RecentMemoryl
Meaning=celeatial body.

meaning{star, Heaning, RecentMemoryl: -
MovieStarsactive, MevieStar\-RecentMemeryl
Meaning=movie_star.

The second clause of branch shows that if the meaning was inconsistent, another meaning is found and
ite consisteney is checked again. The first clause of meaning says that if CelestialBedy is active and 1t
iz mot in RecentMemory, that is, it was not tried hefore, set the meaning of “star” to celestial.body.
The capacity of recent memory is set to ] for simplicity,

4.3 FExample 3: Simulation of a robot

This example has not been implemented, but here, we briefly point out the advantages of the CfU
model for representing this kind of problein. A robot should de many things at the same time, such
as problem =ulving, speaking, and moving its arms and fingers. The C/U model can describe this kind
of AN D-parallelism. Consciousness enables serial communication with the parallel system, the robol,
at un appropriate level, that is, the level of consciousness is appropriate for commuuication with man
Tlecent memory is necessary for problem solving. Since a robot receives stimuii [roen the outside world,
input-driven processes are necessary, too. The CfU model can also explain skill acquisition as shown
below.

Il # robot i3 not experienced in a task, it consciously executes the task o detail. Tor example, 1t
moves its arm above a hlock, opens ils hand, Jowers its arm, and closes 1ts hand. If the robot masters
the task, it only pays attention to more absiract levels, such as moving a block, and detatled actions are
done automatically. Tn the C/U madel, skill acquisition of this kind is explained as narrowing down OR
candidnies 5o thal Lhere s oo need for selection. that ie. so that the task can be done automatically.

8



5 HRelated Research

Pyivshvn [0] hvpethesized three autonomous levels of description: biclogical, symbolic, and semantic.
He aleo insicted an the distinetion between functional architecture and representation-governed cognitive
processes. Cegmitive processes are realized by symbol systems. Cognitive processes are sald te be cog
nitively penetrable, which means that the function of the architecture can be altered in a semantically
regular way by changing the subject’s goal or beliefs, and functional architecture is said to be cognitively
impenetrabiz.

Symbalic processing in the C/U model corresponds to cognitively penetrable cognitive processes, and
nonsvinhaolic processing in the C/ U model correspends to cognitively impenetrable functional architecture,

Fodor and Pylvshyn [3] insist that implicit rules are hard-wired; here, being implicit means that a
rule cannot be modified or examined. In the C/U model, implicit rules are not necessarily hard-wired.
Nansymbolic unconscious processing is implicit, and symbolic unconscious processing is usually implicit

Johnson-Laird proposed the following parallel processing model [5]. There is a division in the mind
between a high-level operating system and a hierarchical organization of paraliel processors, The evidence
for this divicion comes from a clue to human mentality: the distinction between what one can be conscious
of and what one cannot be conscious of. A high-level processor monitors and controls the overall goals of
jower-level processors, which in turn monitor and contrel the processors at a still lower level, and so an
in a hierarchy of parallel processors, which al the lowest level govern sensory and motor inter actions with
the external world, There are interactions between processors at the same or different levels. Interactions
are limited to the exchange of information so that one processor is unable to gain access to the internal
operations of other processurs

Although conscious processing in the C/U model superficiaily corresponds to the processing in the
high-level operating evstem, conscious processing does not control nonsymbolic unconscious processing,
and nensvmbolic unconseious processing is not hierarchical. That is, the principle of the parallelism in
the C/U medel is different from that of Johnson-Laird's model.

Anzai et al. propesed & model which combines a pattern recogrition mechanism represented In &
network-based model, and an inference mechanism represented in & rule-based system [1]. Roughly
speaking, the pattern recognition mechanism corresponds to nonsymbalic unconscious processing of the
C/U model, and the inference mechanism corresponds to conscions processing.  Howewver, those two
mechanisms seem to be less closely connected to each other than in the C/U model, and they use a
network-based model only for patiern reeognition, and not for hidden support for conscious inferences

In research of artificial intelligence as engineering, that is, in research which aims at making a useful
computer program, they have tried to represent implicit knowledge explicitly. However, the aim of the
/U medel is to simulate human information precessing, that is, to represent implicit knowledge as it is.

There is a similar argnment about backtracking. For example, Ueda showed a method [or transforming
exhausted search programs in pure Prolog into deterministic programs in GHC which generate the same
answer [12]. However, our aim is not io reafize exhaustive search in the C/U model, but to simulate
imperfect backtracking of human beings as shown in section 4.2,

6 Conclusions

This paper proposed a cognitive model of conseious/unconscious processing (the C /U modet), and
showed & simulation method of the modal whieh utilizes the characteristics of a paraliel Jogic programming
language. The characteristics of the model are:

s Mnowledge with scope

Inherent AND-paraliehsm

L

Serial communicatien utilizing consciousness

Choice nondeterninism

e Pscude-backtracking utihzing recent memary

)



Simulation programs of some examples are under development in order to verify the validity amd the
elficiency of the model. Some of the open problems are the mechanism of deciding which process a person
is conscious of, and the learning mecharism in the model.
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