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Abstract

Reasoning with incomplete knowledge is a powerful techinique for advanced reason-
ing mechanisms which are much more intelligent than present knowledge-hased systems.
We treat reasoning with incomplete knowledge as a problem solving svstem with hy-
pothetical reasoning. For existing methads to handle hypotheses. there has not been
the consideration from the standpoint of practical usc in problem sclving. As a whole
problem solving system, hypothetical reesoning should be incorporated in the form of
processes for the generation, scleetion and verification of lvpotheses: however, cach role
has not. been clarified so far. A hvpothetical reasoning system numed APRICOT. which
is currently being developed, takes such problems into account. The basic concepts
of APRICOT are: (1} with domain-dependent knowledge. especially decp knowledge

and commensense knowledge. and with constraints. hypotheses are antomatically gen-



erated or emunerated, and (2) the mantenance of nuultiple contexts is regarded ns o
mechanisii of inference control aud are considered ns a general procedure providing
an interface between a domain independent frunth maintenance svstem and a domain-
dependent prohlem solver. An application of APRICOT to design i« also shown to solve

constraint satisfaction problems in desigu.

1. Introduction

Search is an integral element of all Al systems. For instance, synthetic problem
solving (such as design and planuing) as well as advanced inference mechauisms (such as
non-monotonic reasoning, inductive reasoning and analogies), are in essence combina-
torial problems; hence, the avoidance of combinatorial explosion is a major problem of
problem solving. Iu past AT systers, problem solving frameworks were considered from
the viewpoint of cfficiency in searcli processes. I general, the problem solving process
may be represented by a wodel in which an AND/OR graph 1= constructed increnwen-
tally at the same time that the searchis conducted. In executing searches using such a
graph, if the production rules are given as powerful heuristics 1u conventional rule hased
systems, then deterministic choices are made for all the O parts in the graph. In othier
words, this determinicity in knowledge-based systems has come from comnplete knowl-
edge. which ascertains their truth valnes based on traditional logie. However, when
ihere are alternatives among items of knowledge in problem solving, so that determin-
istic choices on OR branches are not possible, or when we want o allow for mmcomplete
knowledge such as knowledge with exceptions or tentative knowledge. all possible solu-
tions must be searched, otherwise a single branch must be non-deterministically chosen
and reasoning processed further from there. When such an inference does not result
in a satisfactory solution, it may be necessary to hacktrack and try a different choice
or choices. However, present knowledge-based systems are not vet sufficiently capable

of such OR part processing. Henee, this problem should be cousidered n terns of



hypothetical reasonmmg, which Las recently heen the focus of considerable atrention.

Hypothetical reasoning is desivable whew, o problem solving, there are alternatives
between knowledge, or when incomplete mowledge must he ntilized. The term refers
to inference which procceds using inecomplete or contradictory knowledpe, taken as ly-
potheses. In hypothetical reasoning, since there may be cases in which contradietions
occur because of indefinite or unsound knowledge, 1t 15 necessary to check conststency
with constraints in knowledge bases or to modify hypotheses, and some techimiques for
non-monoionic reasoning or belief revieion must be considered. Hypothetical reasoning
is in fact a form of reasoning used by humans. and is one key to realizing advanced
iunference mechanisms. Recently, the importance of hypothetical reasoning has come to
be recognized, and functions for realizing hiypothiciical reasoning as naturally as possi-
ble are awaited. With regard to this hypothetical reasoning, section 2 helow discusses
research on architecture, and section J addresses problems to be considered relating to
practical nse. Configurations of the system called APRICOT { Assumption-based PRob-
lem solving Interface for COunsistent Theories; or Assumption-based PRaoblem solver in
1COT), which takes these matrers into account are discussed in section 4. and section 5

locks at applications to design.
2. Frameworks for Hypothetical Reasoning

Past studies on treatments of hypotheses huve been condueted from various angles,

as indicated below, and numerous methods and technologies have been proposed.

1. Uncertainty treatiment in expert systems: Expert svstems such as MYCIN and
EXPERT derive intermediate hypotheses aud final conclusions on the hasis of heuristic
rules. Different hypotheses are weighted by values which represent credibility or pref-
erence. Theses systems are plagued by diffienities in establishing the certainty fuctors;

also, problems arise in trying to combine multiple cortaiuty factors.

g



2 Truth maintenance systems (TMSs): These are methods of hypothetical rea-
soning. whiclh is currently the foeus of much attention. In contrast with 1 above, many
TMSs do not use values to weight hypotlieses. Systems such as [Stallman & Sussman 77,
[Doyle 79] and [McDermott 83] are classified us justification-based TMSs (JTMSs). Such
systems preserve the consistency of databases during reasoning processes based on the
supporting justifications; however, the form in which hypotheses are given has not leen
discussed in great detail, and there are also many outstanding problems concerning elfi-
ciency. In [de Ileer 86al, a global, concurrent representation of all contexts by labeling
euch item of data with dependent hypotheses is kept, but is classified as an assumption-

based TMS (ATMS).

3. Hypothesis selection by logical inference: Iu systems such as [Finger & Gene-
sereth 85], [Poole 86) and [Reiter & de Kleer 87], hypotheses are chosen logically to
explain some observations on the basis of abductive reasoning, keeping consistency with
given knowledge bases. While they appear to be more inefficient than 2 above, it is
possible to check consistency in the logical framework, so that further developments in

this area are anticipated.

4 Non-monotonic logics: Rescarch is underway on non-monolonic logics [Bo-
brow 80], including Nom-monotonic Logic I which came out throngh formulation of
JTMS, default logic, and circumscriplion. 1o hypothetical reasoning, the addilion or
deletion of justifications has a non-monotonic cffect on the databases; moreover, the
role of TMSs as a mechanism for belief revision in such non-monotonic rCasoning pro-

cesses has recently come to be emphasized.

Al of these areas of research. especially 2 to 4 above, are interrelated, ' and within

a system as a whole should be incorporated in the form of processes for the generation,

1 I'he relationships between abductive reasening. default logic, the closed world assumpiion and

THiSs are discussed in [Inoue 88b], where the difference between the ATMS and the JIMS can be



selection and werification of hypotheses: however. each area has tended to focus on
only part of these three processes. To achieve s compreliensive explanation of problem
solving and inference in numerous fields, a single unified framework for hypothetical
reasoning is necessary. In APRICOT, which is currently being developed in ICOT,
its architecture, described in Section 4, is considered with attention to practical use of

hypothetical reasoning {in Section 3) in problem solving.
3. Problems from the Standpoint of Practical Use

There is no definitive systew for the practical application of hypothetical reasoning,
and many problems must still be addressed. Hence, before discussing the construction
of practical systems, it is essential first of all to research theoretical foundations such
as [Reiter& de Kleer 87] aud [Tnoue 88h] and to define well or understand hypothetical
reasoning. However, it is also important to seek answers to such guestions listed below,
as to what knowledge may be hypotheses and what methods or technologies are needed

in solving actnal problems.

1. Domain-dependent problem solvers are needed:

Few current expert systems and tools are provided with functions for hypothetieal
reasoning; and the simple inclusion of the JTMS and the ATMS leads to the problem of
cotubinatorial explosion. As the basic method. it would be good to have a formulation
of hypothetical reasoning in a unified framework, but immense efforts arc HECESsary o
make such a scheme capable of handling all the many unsolved problems of interest.
Further, it s difficult to apply hypothetical reasoning practically hased solely on a

general-purpose architecture.

2. Multiple extension problems are unsolved:

analyzed as the difference between keeping all models and keeping the one best model reflecting the

some intended meaning,



When faced with a choice between models in a design process, for instance, several coni-
peting possible worlds may exist corresponding to various items of alternative knowl-
edge; hence, the management of multiple contexts Is necessary. When there are multiple
contexts, which context should be sclected is a problem. We believe that this problem
should be solved dependently on problem domains, because at present 1t secins to be
too weak for a general framework of commonsense reasoning like non-monotonic logics

to select one context [Hanks & McDermott 87].

3. Other problems:

In addition to the above observations, it is impertant to address the following problems

and questions concerning the application of hypothetical reasoning.

{1) What kinds of knowledge are possible hypotheses?

(2} How should the order of priority among hypotheses be expressed?

{3) On what basis will hypotheses be judged true or false?

(4) What kinds of knowledge are contradictions or how are contradictions represented?
When contradictions oceur, in what form will they be stored in the database? How
arc records of comtradictions utilized in subsequent reasoning?

(5) On what level should hypothetical reasoring be supported? Two lypes of hypothe-
ses are conceivahle — hypotheses provided by the user, and hypothescs which are
not recognized as such by the user, but which the problem solver regards as hy-
potheses with respect to functions and efficiency. In the latter case, disjunetive
knowledge may all be treated as hypotheses.

(6) When large scale and/or complex problems are handled. hypotheses must he cou-
sidered at various levels of problem solving. In such eases, it is not natural to treat
hypotheses on such different levels as a single combination of hypotheses, as in
the ATMS. Moreover, one may want to intreduce hypothetical reasoning on some

levels. but not on other levels. It is very important for practical applications that



a hierarchical arclntecture for hvpothetical reasoning be considered.

(T} Many TMSs record all dependencies hetween data. requiring extremely large
amounts of memory, Are there methods which would enable the recording only
of those dependencies which are necessarv?

Section 4.2 shows that APRICOT solves parts of the above problems.
4. Configuration of a Hypothetical Reasoning Systemn

This section describes the APRICOT system for hypothelical reasoning. APRI-
COT takes problems described in Section 3 into account. The basic concepts of APRI-
COT are:

(1) with domain-dependent knowledge, especially deep knowledge (such as knowledge
of description of the system and devices) and commonsense knowledge (such as
physical laws), and with constraints, hypotheses are generated or emunerated au-
tomatically, and

(2} the maintenance of multiple contexts is regarded as a mechanism of inference control
and is considered as a general procedure providing an interface between a domain-

independent truth maintenance system and a domain-dependent problem solver.
4.1 APRICOT Architecture

APRICOT provides a basic framework for using hypothetical reasoning in prob-
lem solving, and performs the management of multiple contexts 2 on the hasis of a
logic-based TMS. APRICOT itself consists of an inference engine, knowledge bases and
modules for the generation, selection and verification of hypotheses. to enahle hypo-
thetical reasoning. Figure 1 is a block diagram of the APRICOT systemn configuration.
_E-.;a- c;:rmbinati;;;f hypotheses is called an environment, and the set of all data which hold in an

environment is called a condest [rlrv Kleer Sﬁa]_



Knowledge buses contain domain-dependent knowledge such as deep knowledge, com-
monsense knowledge, problem solving knowledge and heuristic knowledge. Some of
these items of knowledge may be given as coustrainis. An inference engine consists of a
domain-dependent problem solver and a general or domain-specific scheduler. A prob-
lem solver performs various kinds of inference depending on the problemn domain, and
hivpothetical reasoning wodules, the TMS acts as a domnain-independent management
mechanism to manage dynumic knowledge and multiple contexts. There are also some
general problem solving strategies performed by a general scheduler which acts as the
interface between the TMS and the problem solver; one of these is dependency-directed
search (DDS). DDS is a search mechanism based on depend ency-directed backiracking
(DDB), with intelligent caches [Stallman & Sussman 77] to avoid redundant computing
and rediscovering failures invalved in chronological backtracking. DDS itsclf plays an
important role in TMSs such as the management of l:].]r'ni:l.;llic knowledge (preservation

of a contradiction-free state} and guidance for problem solving.

The role of each hypothetical reasoning module is as follows, and i shown in
Figure 1.

1. Hypothesis generation {and/or enumeration): This module deternuines the
hypothesis space from the knowledge bases, and from them generates (or enumer-
ates) a set of hypotheses consisting of meaningful elements for problem solving. This
module may be started up by invoking hypothetical reasoning [rom the demain-
dependent problem solver. Depending on the problem, domain-dependent knowl-
edge and deep knowledge (such as knowledge of deseriptions of the system and
devices) may be used to enumcrate a set of feasible hypotheses automatically. Hy-
pothetical generation may need advanced reasoning mechanisms such as induction
and analogy. Hypothesis generation [or enumeration ) may take place all at once,
or in stages, or hierarchically. Depending on the cireumstances of the problem. hy-

pothesis generation may be omitted. with hypotheses given explicitly by the user
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Figure 1. APRICOT architecture

or by the problem solver instead.

2. Hypothesis selection: From the set of hypotheses provided by the hypothesis
generation module, those elements which are candidates for acceptance as hypothe-
ses are selected. and envirenments which are combinations of those hypotheses
creating their comterts are submitted to be considered to the hypothesis verifica-
tion module. The results of the hypothesis verification module are fed back to the

hypotheste selection module to avoid the selection of inconsistent or unnecessary



hypotheses. Dy incorporation with problem solving knowledge or several kinds of
henristics. it restricts environments and determines their search order. Together
with hypothesis verification, this constitutes the control of searches through an or-
der of hypothesis expansion. This is sometimes reduced by giving the partial order
of hypotheses explicitly.

3. Hypothesis verification: Reasoning is conducted based on the hypotheses se-
lected by the hypothesis selection module, and the veldily of the hvpotheses is
judged by using the assertions, which are supplied by the problem solver, in a
database called the intelligent cache. In this process, a truth maintenance mech-
anism capable of handling multiple contexts is uscd to manage the dependency
relations between data and assertions in the databases. When a contradiction 1s
discovered, the environments directly related to the failure are rejected, thereby
exercising control over the hypothesis selection module. This module manages
multiple consistent contexts like the ATMS, and through the scheduler, the focus

is determined to control the problem solver.
4.2 Troposals to Solve Problems

1. Domain-dependent problemn solvers are needed:

In APRICOT, we are forced to consider system configurations for separate types of
problems emploving appropriate approaches, bearing in mind the types of hypotheses
which can be handled, and narrowing down the types of infercuce functions to be used.
In particular. many aspects of the hypothesis generation and verification processes must
be considered in the light of the application. For instance, sets of feasible hypothoeses

may be renerated using domain dependent knowledge and deep knowledge.

2. Multiple extension problems are unsolved:

We shiall regard the maintenance of multiple contexts as a mechanism of inference

— 1 —



control, and consider DDS as a general procedure providing an mterface hevween the
TMS and the problem solver. By focusing on the logic hehind the search procedure,
we will attempt an approach in which search control is vin an AND/OR tree, which is
more natural to deseribe a problem [Inone 88al. * Because of this, not every hvpotheses
will be handled concurrently, as is the case with the ATMS: and frameworks may be
emploved which allow for the incremental addition of hypotheses along their contexts,
and imprave the search efficiency more than the scheduling mechanism for the ATMS

[de Kleer 86b] or assumption-based DDB |de Kleer & Williams 86].

3. Other problems:

{1) - {5} These problems are strongly domain-dependent. As an approach to practical
application, the aspects of application problems which hypotlietical reasoning is
most effective in dealing with must be considered. and systems designed accordingly.

(6) and (7): The genera! scheduler has several advantages as it inerementally scarches
an AND/OR tree with a hierarchical structure [Inoue 88a). Especally. problem
solving can proceed efficiently with compiled knowledge becanse a contraciction in
an intermediate level can be found so that a kind of compilation of some condition

on a set Df ].U“" lt"'l"f._']. ]ill(]"ﬁ’].[‘.{]gl.’ CFLIL ]JT_' I'L‘]_.?I'USCIJ.LL"[J..
5. Application to Design

Domain-independent hypothetical reasoning modules and context searches hy the

general scheduler must be used as appropriate, in tandem with reasoning strategics

corresponding to the problem domain under consideration. Design and planning con-

¥ The resulting algorithni is like AO* or GBF [Fearl 84]. where difflerent solutions are identified

by & solution tree, cach one representing a possible context. When some esumation or preference can

be abtained among assumptions or environments, one or all optimal solutions can be obtained, For

details, see [lnoue 88a).



stitute one couceivable application area,  Generate & Test (G&T) can be contained
within frameworks for hyvpotlietical reasoning. as mechanisms for the generation, selec-
tion and verification of hypotheses. There are many attractive research areas such as
the interrelations between hypothetical reasoning on the one hand, and the handling of
constraints, redesipn, trial-and-error processes, failure recovery, and other matters, on

the other.

Of these. the relation between hypothetical reasoning and constriats may be re-
garded as essentially a constraint satisfaction problem (CSP). In CSPs, consistent as-
signment of values for a set of variables which satisfies all constraints is to be found
[Mackworth 77]. A coustraint, Ci(X;, . ... . Xy, ). specifies which values of the variables
are compatible with each other., CSPs can in cssence be solved by a G&T approach;
the constraints are used to test consistency of the assignments made by a generator.
When the coustraints can be applied to partial assignments, partial solutions can be
pruned by hierarchical problemn solving (called hierarchical G & T'). which is more effi-
cient. By applying backtracking in search control, tlic causes of failures can he analyzod
and retained in memory. for use as guides in subsequent processiug, so Lhat similar
failures do not oceur again. lHere, the truth maintenance approacl cau be applied prof-
itably. Chronological backtracking is used to implement hierarchical G&T, tmt DDS

can enhance performance more,

The APRICOT svstem can be applied to CSPs as follows. In CSPs, hypotheses are
regarded as assignments of values to variables. When an observation is discovered in a
particular context. hypotheses supporting that observation or its negation are searched
for, and any occurrence of contradictions within the context is checked. With the con-
straints folded into the generantor, the problem solver can assign values for variables like
canstraint propagation. Hierarchical G&T with DDS makes the scarch more efficient.

Aun AND/OR tree search in APRICOT is then applied to the specification of the prob-



lem. At anv level of the tree, when a hypothesis s newly considered. the TMS can check
whether it is consistent with a current environment by computing supporting hvpothe-
ses of it or its negation, It never generates an environment that oceurs in an impossible
combination. We emphasize that the scheduler ean treat problems with a hierarchical
strueture. A hypothesis in an intermediate level can represent compiled knowledge, so
that a partial solution tree can be pruned by the constraints if inconsistencies are found
in an intermediate level, We can also represent ‘components’, that 1s, partial solutions
to a set of constrmints which can then be ignored because the constraints are already

implicit in themselves, ¢

It should be also noted that this method can be applied to a type of design task other
than simple CSPs, such that the problems need to be selected for their design models as
well as for the values of the variables for models. A design model can be represented by
a set of constraints relating the desire, intention, specification or necessity given by the
user forming a context. Such models can be represented by the hierarchical strueture of
AND/OR graphs, and the parameters of the models can be attached below them. The
difficulty 15 in handhing dymamic constraints. The following two cases are conceivable:

1. Relazation of weak comstrarmis, and

2. Constrainis created during @ problem solving process.

One way of dealing with sueh problems could be to construct hypothesis worlds (de-
sign models), in which constraints are either w_ﬂi-:i ar invalid.  The assumption-based

approach is very helpful for selecting models, as it maintains multiple coutexts clegantly.

Ly addressing such problems in applications. it will Le possible (o construct the
practical hypothetical reasoning system, which will serve as the core for controlling van-

ous systems designed to solve specific problems. Tn TCOT, mechanical design, especially

4 This method of representation i reporied to be very useiul for CSPs in independent research by

[Miteal & Frayman 87].
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routine design for the power transmission mechanism for a lathe [Inouc et al. 88]. has
been sclected as an example, so that hypothetical reasoning is utibzed with knowledge

compilation and constraint logic programpung,
6. Conclusion

This paper discussed an architecture and techniques lor problem solving that utilize
hypothetical reasoning. Especially, the general search procedure in APRICOT works
between the domain-dependent problem solver and the domain-independent TMS which
maintain dynamic knowledge. The main characteristics of the proposed method are that
reasoning is controlled by an AND/OR tree search mechanism, and that hypotheses
can be added to the TMS along their contexts incrementally rather than added 1o every
possible world concurrently in a flat stricture like the ATMS. This mechanism can solve

constraint satisfaction problems in design elegantly.

The proposed framework will be incorporated into a hypothetical reasoning systeu,
APRICOT, to be developed. We have already developed a system implemented in
FSP based on the ATMS and a general problem solver [Lijima & Inoue 88], and are
working on a sophisticated scheduler and a constraint compiler to be artached to them.
APRICOT will supply the basic architecture for maintaining multiple contexts based
on a logic-based TMS, and will be the core for controlling various reasoning n a new-
generation knowledge system tool. We shall apply this mechanism to constraint solving

i mechanical design.
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