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Abstract The Filth Generstion Computer System (FGCS) s being developed to satisfy the demeands of advanced information
processing in the 1980s by eliminating varisus Hmitations of conventional computer technology. The new generation computer will
be based on novel concepts and innovative theories and technologies w perform knowledge information processing effectively. The
gystem will have three major functions: a problem-solving and inference funclion, 8 knowledge base management function, and an
intelligent interfece function. ICOT aims to develop software and hardware systems for each of these funetinns using logie
programming and VLS technoiogies. Basic software and hardware development environments have been built up during the last
five vears. An experimenta]l parallel inference machine with an effeclive soltware paradigm will be developed in the near future,
and a totally inteprated demonstration system will be implemented in the final stege. Thus, its performance will be upgraded to
several hundred times more than the value of conventional inference mechanisms, thereby realizing a feasible environment for
many pragmatic uses in knowledge information processing.
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§1 Introduction

Ten years were allotted for effective R&D of the FGCS
project. The project was then divided inte three stages to
meke the best use of research results: a three-year initial
stage for besic technology development; a four-year
intermediate stage for subsystem development; and a three-
year final stage for total system development (Figure 1).

The intermedinte stage planiRef. 1) based on the results
from the three-year initial stage continues to focus on the
following four core research areas, with suhsiantial reselts ;

1} Herdware system

(1) Inference subsystem

{2) Knowledge base subsystern
) Basic software system
33 Development support system

1} Research and development of the hardware system in the
intermediate stage will be based on the results of the initial
stage B&D sctivities on the following items: the functional
mechanism [or the inference subsystem, the relational
detzbase mechanism snd other mechanisms for the knowledge
base machine, and the sequential inference machine. The
specifications of the parallel-type Kernel Language version 1
(KLl designed in the previous stage will be used ss 2
guideline for research on the hardware system.

The intermediate stage work oo the hardware system aims
to establish & machine architecture for the inference
subsystem with advanced parallel processing capabilities and
a parallel machine architecture for the knowledge base
subsystem. Emphasis will be placed on a study of general-
purpose machine architectures suitable for inference and
knowledge base processing to form the core of the software
system for knowledge information processing,

{1} The inference subsystem is 8 machine for paraliel logic
programming languages and can efficiently execute KLIL.
Kesearch and development of the inference subsystem in the
intermediate stage aims to establish an architecture for a
parallel inference machine for large-scale parallel processing
consisting of about 100 processing elements. & prototype
bardware for the machine to check its operation will aiso be
developed, The processing element will perform detailed
parallel processing within the unit. Dataflew, reduction, and
other mechanisms studied in the initial stage will be
eveluated and recrganized according to the specifications of
KL1 to provide the foundations for the intermediate stage
R&D (Ref, 2).

(21 Research and development of the knowledge base
wbaystem in the intermediate stapge sims W deline
techngiogy to implement a knowledge operation mechanism
required by the knowledge base machine, establish the
paraliel architecture for the knowledge bage machine, and
develop prototype hardware. Mechanisms to support a
distributed knowiedpe base will also be studied, and the
technology required to implement the mechanisms will be
clarified,

2) Research and development of the basic software system
will be based on the resuits of the basic technology developed
in the initial stage. This R&D pims to provide a second
version of the kernel language {KL2)by enhancing KLI1
through new software techrologies(e.g., parallel inference
control based on paralle] processing), the evaluation of the
component technelogies developed in the initial stage, and the
development of more practical prototype systems,

Fundamental studies will be conducted on meta-level
inference, distributed knowledge base management, and other
functions to lay the groundwork for the cooperative problem-
solving system, the final target of basic software system R&D.

A major research goal for the intermediate stage is
establishing the technology to implement parallel-processing-
based software modules for controlling and managing the
hardware system of the inference and knowledge hase
subsystems,

Other points to be siressed are the clarification of the
implementation technology for knowledge base management
functions involving many unknown factors(e.g., 8 knowledge
acquizition funetion), end the estahblishment of techniques to
implement practieal intelligent interface and programing
functions in logic programming languages.

Research and development of the basic software in the
intermediate stage will be conducted in the following five

Arens:

i. Fifth Generation (5G) Kernel Language

ii. Problem-solving and inference software module
iii. Knowledge base management software module
iv. Intellipent interface software module

v. Intelligent programming software module

i. Two Kernel Language versions, KL1 and KL2, will be
developed. Work en KL1 aims to improve its language
specifications, speed up its language processor, implement the
tanguage, and complete its programming system in a parallel
execution environment. The specifications of KL1 will be
established to define detniled specifications of the parallel
inference maechine (PIMD

Preliminarr specifications will be developed for KLZ with
emphasis on the knowledge representation function. This
version of KL2 and other knowledge programming languages
will be used throughout intermediate-stage H&D. The
experience obtained using these languages will be vsed to
remove bottlenecks in KL2 and identify functions to be
supparted by hardware for making KL2 faster, mainly its
knowledge representation function. The final specifications of
KL2Z will be determined based on this research.

The target of R&D in this area is to develop the
cooperative pruh]!ma:suhring systermn. Work in the intermediate
stage mainly nims to clarify the basic technology for

ik

developing this system, i.e., technigues to implement problem
solving in a parallel environment. DifTerent levels of
paraiielism, ranging from the system programming level to
application systems, will be investigated.

Parallelism will be studied in a8 wide variety of application
fields. This work will be reguired to develop techniques for
modeling systems capable of achieving an average parallelism



factar of about 100 and methods of hierarchically configuring
the svstems.

In addition, inductive inference, analogy, and other
sophisticated inference functions necessary for implementing
svitems will be developed.

These basic technologies will be combined to develop
prototypes of the cooperative problem-solving system,

Demonstration software will be prototyped for the problem-
solving and inference software module, It will be used to
apply the results in this area to real-world problems [or
demonstration and feed the evaluation results back to each
soltware module,

iii. R&D in this area aims to establish the basis for
knowledge information processing. The activities planned in
the intermediate stage focus on(a)the development of a
distributed knowledge base control system, an extension of the
large-scale relational database management system;(bjthe
establishment of distributed knowledge base utilization
methods Lo allow the distributed knowledge base control
system to solve problems in parallel processing; and ic)the
construction of systems 1o support the more sophisticated
funetions of knowledge nequisition. A knowledge programming
language and its languapge processorie.g., knowledge base
editor) will provide the common base, In addition, an
experimental svsiem far distributed knewledge base utilization
will be prototyped to integrate the resulte of these activities,
This system will be able to manipulate knowledge obtained

fram dnzens of experis.

iv, Semantic analysis will be the primary focus of natural
languape processing research, while a preliminary study will
be conducted on context analysis. Linguistic data will be
analvzed and organized. Text understanding svstems are also
piznned capable of understanding, for example, junior-high-
school science textbooks with a vecabulary of about 3000
waords,

Research and development will be carried out on the
construction of interactive models which permit mutueal

understanding between man and machine,

¥, This theme aims to pursue various software engineering
preblems in logic programming lanpuage, Research and
development will focus on the design of specification
description languages to merge logic-based formal approaches
with more natural approaches based on notural languapes end
graphics.

The major subject of software engineering is how Lo speed
up, with computers, not the coding stape itzell but the stapes
before and after coding: that is, design, maintenance,
refinement, and debugging.

HRapid prototyping is considered the key factor for design
support; & support systemn will be developed for this technique,
Wark will be conducted ontala technigue to implement
programs as parte; (bla soflware base to achieve this
technique; and (¢l expert systems {or design support by
chovsing appropriaie application areas,

31  Research subjects include the language processor for KLI,
prowtymng of software for the KL1-based narallel inference

mechanism and the paralie]l knowledge base management
mechanism. A pilot model for & paralle] software development
machine will be developed to support these activities. This
development machine will be n small-scale multiprocessor
system tightly coupling several processors. The CPU of the
sequential inference machine developed in the initial stape
will be used as the processor. It should achieve proceas-by.
process parallel processing nt en early slage and serve as »
toal for develeping parallel-processing-based prototype software
and evaluating the effectiveness of paralle]l processing. The
machine is planned to be aveilable 83 & toal from the middle
of the intermediate stage The software and hardware of both
the sequential inference machine and the relationsl data base
machine develpped in the initial stage will be refined and
enhanced so that these machines can be used ns tools. The
local ares network {LANIwill alss be expanded and refined to
facilitaie soliware development. In addition, the wide area
network {(WAN) will be arranged se that research groups can
share data, software, and devices for more eflicient research

and development.
§2 Inference Subsystem
{1} Parallel inference machine architecture

An architecture for the parallel inference machine was
ectablished {Ref. 2ias follows:

i.  Owverall structure

For communications between paralle] processes distributed
armong multiple PEs, models appropriate for parallel saftware
should have no difference or only a small difference in
“distance”™ expressed by logical communication cost. However,
some difference in distance will inevitably oceur between the
intarmediate-stape PIM hardware, consisting of about
100PEs, and the final-stage PINM, consisting of about 1000
PEs. Therefore, the entire structure of hardware for the
parallel inference mochine was designed hierarchically,
taking inte consideration the distence between PEs in
hardware az shown in Figure 2. Parallel processing in this
structure is performed at three Jevels: within a PE, within a
cluster, and between clusters.

ii. Processing element ({PE)

The processing element (PElused in the intermediate-
stage FIM hss o KLl-oriented instruction set whose data
width is around 40 bits. The PE has a parallel cache
memory and & dedicated lock mechanism to permit g faster
neeess to global memory (CM) and perform exclusive control
on mecess. The PE must be compact, have low power
sonsumption, and operate fast. To achieve this goal, 2 single
PE will be installed on a PC board, and the instruction
execution unit of each PE will be compact 50 that it can be
implemented by a single 131 chip.

iii, Parallel cache memory mechanism

Iata must always be consistent for all parallel cache
memories. Therefore, there must be a way of informing other
PEs of on address written to & cache by its PE. One key to

cache memary design is o make each PE use the plobal bus



{GB) less frequently, because the mazimum nuamber of PEs
that can be connected to GM through the GB increases as
each PE uses the GB less frequently. Therefore, the PIM has
a paralle]l eache mechanism in which the cache protocol is
optimized by the parallel execution of KLL,

iv. Cluster controller and network

A cluster controller provides a single point of control over
references to data coming into or out of each cluster in
eluster-lo-cluster message communications, Any

eommunications request issued from a FE in a cluster to o

PE in another cluster is handled exelusively by the cluster

econtroller. The cluster controller in o cluster has a table to

manage painters between clusters, while refecring to or
updating the table, the controller generates a message lo be
sent to nnother cluster and sends it via the network. The
controlier in the destinstion cluster receives the message and
performs the processing specified by the message or delivers
the message 1o the processor.

(2} Detailed study of processing methods of KLI

KL! is hased on the parallel logic langpuage, GHC, and
appears to the user as a three-layered structure as shown in
Figure 3.

KLi-u is & user language and can be regarded as a higher
level language of GHC. A concept for inccrporation in KLl-u
to help programmers to write parallel programs is under
investigatinn. KL1-¢ provides the {framework for KL1. It is a
restricted version of GHC sllowing only built-in predicates in
the guard part. KL1-b is a machine language lor parallel
inference machines. Abstract machine-language specifications
{imachine-independent specifications of machine ianguages)
were investigated, KL1.p is information o be added to
programs to run then efliciently on purallel muchines. The
specifications of KL1-b{abstract machine language), the basie
machine language for paraliel inference machines, were
established by assuming the abstract machine shown below, In
the assumed abstract machine each processor will have an
arithmetic unit and regisiers capoble of handling tagped data.
The memary will ba aecessible fram all processors, Goal
argumenis o be reduced will be stored in the registers belure
unification. That ig, instructions gimilar to those in the
Warren Abstraet Machine i(WAM I will be izgued for unification

in the passive part

(a)

inference machines

Functional specifications of processing methods of paralle!

These Teatures correspond to the functional specifications ol
the abstract machine.langnage instructions described in the
previnus section.

Farallel processing in parallel inference machines is
conducted in units of goals. Goals are distributed among PEs
in & eluster and among clusters, Within & cluster,
commenication vie the UM are used to perform goal tree
management, scheduling, synchronization contrel, and load
distributinn, Functional speeifieatinna far these aperations
were studied to make wse of locality in processing, For inter-
eluster eommunications, functional design was produced for,

for example, goal tree management based on the message
communications method, and part of the design was subjected
to & detailed study.

i4) Functional specifications of hardware for parallel
inference machines

The functional specifications of the intermediate-stage PIM
hardware were examined in detail.

The PE for the intermediate-stage PIM mustbe designed for
compactness, low power consumption, and fast operation. Te
achieve this goal, a single PE will be installed on a single PC
board and the instruction execution unit of each PE will be
made compact so that it ean be implemented by a single LSI
chup.

It was decided to introduce the ides of both reduced
instruction set computers (RISC)and complicated instruction
set computers (CISCHin the processor design to decrease the
ameunt of hardware legic and to adopt low-power CMOS VLSI
chips.

The performance of the PE must be sulficiently enhanced to
increase the impact of parallel inference machines on software
development. The targetted performance of a single PE is
more than 250 KLIPS an average and mare than 500 KLIFS
for simple bench-mark pregrams like APPEND. The single PE
can be made faster in two ways: (a)use of the pipeline scheme,
which divides an instruction into several cycles to reduce the
clock cycle of the machine, and (b} addition of & hardware
mechanism to support the execction of KL programs. This
hardware mechanism uses tag architecture and KLL-specific
instructions, and enables conditional interruption.

Faster access to the global memory (GMland faster inter-PE
communications and synchronization are crucial for intra-
cluster paralle! processing. This led to the design of the PIM
cluster with the emphasis on the parallel eache and lock
mechanizms of the GM. The parallel cache was intreduced to
make access to the GM faster. 1t was optimized ta fit the
parallel execution characteristies of KL1. Lock operation,
particularly one-word lock, frequently appears in KL1
processing. For faster execution of one-word Jock, it was
decided to perform distributed control by adding @ hardware
lock rechanism W each PE,

Address-by-address interleaving end the reduction of the bus
cycle time were investigated for the global bus (GBlte prevent
the throughput of the GB from degrading the performance of
the parallel inference machine. Assuming that each word of
the GM consists of & 8B-bit tag and a 32-bit data section, it
was decided to establish an address transformation mechanism
bused on 32-bit word addressing and a reference recording
mechanism to support virtual storage for address
transformation. An interprocessor interrupt bus will be buailt
among FPEs zeparately from the GB o synchronize
cemmunications among PEs.

(8) Control saftware

The protatype eontrol software deseribed below was developed
to investignie KL1 processing methods and architectures for
the pareilel inference machine.

The development of the prototype aims to:



Verify processing algorithms of KL1 processing
methods for the parallel inference machine
Estahlish & basis for comparing processing methods
Investigate the behavior of language processors
Collect data to design pilet machines

The prototype control saftware developed consists of a
compiler, nssembler, linker, and experimental simulator for
parallel processing with a cluster.

The compiler reads & program written in KL1 and generates
an abstract machine language program. The abstract machine
language program is converted by the assembler ints a
relocatable machine languapge program, which is then
converted by the linker intoe an executable machine language
pregram. The compiler, assembler, and linker are written in
Proleg and C.

The experimental simulator 15 a pseudo-paraliel processing
system 1o emulate a cluster in the intermediate-stage PIM, It
was developed with the EIMAEM, » multi-process simulator
suppoert tool developed. The system simulates 4 to 16 PEs, 1L
can operate ax a paralle] processing system and provide
various statistical data and memory access information for
hardware design. When not providing statistical and memory
access information, the simulator can execule the 8-queen
program in 27 seconds for four PEs,

The SIMASM was equipped with a utility to describe gquene
gimulation and other tasks.
t6) Parallel inference machine mode]l and component module

RED of the parallel inference machine component maodules
in the intermediate stage aims to obtain information on
paraliel execution methods and mechanisms and load-
distributing mechanisms in parallel inference machines. So
far, functionnl design was produeced for the data-Mow,
reduction, sequentigl, and goal-rewriting modules. The
experimental machine for the parallel inference machine
model prototyped and enhanced was used in evaiuntion
experiments to investigate the parallel inference machine
component modules in detail.

§3 EKnowledge Base Subsystem

11} Special-purpose unit for knowledge base operation
i Development of a eonceptual model of knowledge base
machine pilot system

The eonditions required for the knowledge base machine
and methods of implementing the pilot system were
determined, and the requirements for the knowledge base
nperation engine were defined,

1) The prototype of the relational data base machine Delta
in the first stage showed the similarity between Prolog and
relational date Lases. The rescarch in the preceding years
confirmed that the parallel relational data base engine (RE)
implementied in 131 permits rapid execotion of ordering and
relational algebra operalions, such as join and restriction,
while data flows in stream form. (Ref. 3

2)  Investigation disclosed that the knowledge base machine
must be able 1o :

{a) Efficiently process structured variable-length data ;

{b} Perform secondary-storage-to-main-storage on-the-fly

Processing ;

(e} Efficiently process simple unification which handles a

large number of facts :

{d} Perform computations for a set of knowledge.

31 Figure 4 shows the conceptual configuration of the
knowledge base machine pilot system with the necessary
capabilities described above.

{a) Btandalone knowledge base machine ;

bl Prolog has built-in KBM predicates for access to

knowledge bases ;

(el Supports the knowledge base management system (KBEMS)

¥

1d) Uses the knowledge base operation engine to perform

rapid ordering and relatipnal algebra operations on
variahle-length data ;

ie) Adopts the on-the-fly method;

if) Application-specific user interface and deductive

processing.
ii.  Development of prototype knuwledge base operation
engine

Figure & iz an outline of the hardware structure of the
knowledge base operation engine (KE), a component of the
knowledge base machine pilot system,. The hardware of the
pilot system is built around & general-purpose computer and
has & KE, The KE receives an operation instruction from the
CPL and reads the data necessary for the gperation from the
secondary storage linked to the KE. The vperation, such as
ardering or a relational algebra operation, is perforrmed by the
engine core in the KE, and the result is sent to main storage
via the channel.

Research into the knowledpe base machine pilot sysiem will
be enrried out vsing & more advanced model than in the
initial stage. The initinl-stage model loosely coupling the
inference engine and data base will be replaced with a model
where the inference function and knowledge base is tightly
coupled over u shorter distance, This will allow the pilot
svstem to handle 8 wider variety of more complicated
knowledge data in a general representation format

RED activities conzisted of the examination of the work.
eveluation of the initial-stage engine end establishment of the
funclions of the knowledge base machine pilot model - and the
development of the conceptual model. In addition, the
knowledge base engine was implemented in hardware, The
haraware engine was directly connected o the internal bus of
the host computer to form & tightly coupled medel, The model
waa then used to develop a prototvpe for 8 hasic knowledge
Lase operalion engine which will provide the basis for research
on smaller, faster systems built using advanced component
technology in the future,

The knowledge base machine pilot system was studied as a
besic experimental system for the knowledge base machine
paralle]l enntrol mechanism o be integrated into the hardware
system of the FGCS. The results described ahove will be
incorporated into research on the knowledge base machine
parallel control mechanisms,



{2} Control mechanism for parallel access and processing

Research on this sohject aims o develep & knowledge base
machine which will perform = rapid search on & large amount
of knowledge stored in secondary storage and be used by
multiple users via host machines.

The results are putlined below.

i. Theoretical study of relational knowledge base madel and

retrieval-by- unification operation

The relational knowledpge base and retrieval-by-
unification (RBL operations were theeretically defined,
followed by 8 study of the characteristics of the RBU
cperations.

A relational knowledge base model was formuletled, &5 8
eandidate for &8 eommoun knowledge base model capable of
responding te various users and spplications. The model is a
conceptual model far the knowledpe base and consists of
simple structures ond operations capable of dealing with
verious knowledge representations presented by users.

A werm, & certain type of structure including variables,
was used Bs & besic component to represent knowledge, and
a relation was used as a basic container to hold terms, The
RBU operetion, an integration of relational alpebra and
unification, was formulated for term relations.

If unification-join, an RBU operation, is performed simply,
the machine must perform huge amounts of processing,
becauze it most check all the torm relations to see whether
the specified tuples in one attribute can be unified with any
of the possible combinations of the other term relations. To
make untfication-join more eflicient, a method Lo give an
ordering to terms was defined, and the number of
combinations reduced by ordering terms with the

characteristics of the method.

ii. Design of unification engine

The unification engine is special-purpose hardware 1o
perform unification-join and other operations on term
relation datn stored in the multi-port page memory (MPPM)
in the knowledpge base machine.

Major R&D activities included n detailed study of the
hardware structure proposed. incorporation of new processing
schemes, development of detailed software to simulate the
hardware, and evaluation of the engine with the hardware.

The unifieation engine eonsists of about 10 modules, A
detailed study was conducted on the funetinns and processing
schemes for each of the modules proposed. The unification
engine is a dedicated unit for unification in the knowledge
base machine, Saftware simulation was performed to
evaluate the performance and features of the unification
engine, by measuring two factors concerning data transfer
aithin a sort cell and among sort cells in the engine; the
emount of date transferred end transfer time, The
simulation was conducted prior to implementing the
unification engine in hardware. The major components of the
unification engine are the sorter, pair generator, and
unification unit, These are structured to permit pipeiine
processing. The simulation resuits showed that the ampunt
of precessing in the unification unit almest entirely agreed

with that of the entire unification engine for uniformly

distributed comprebensive data. The processing in the
unification unit depends on the amount of sutput from the
pair generator, while the sutput amoant of the pair
generator is determined by the generator’s function to
eliminete term pairs oo which unification must fail. Beeause
this function works less effectively for comprehensive data,
the amount of processing required to order terms in the
sorter and generate pairs is smaller than that of unification
processing. The simulation revesled that the performance of
the unification engine depends on the elimination ratio of
the pair generator and the unifieation processing capubility
of the onification unit. Additional investigation of the
operation of the unification unit and pair generator led to
the discovery of various ways to reduce the processing time,
The kngwledge base machine system (Figure Blis a computer
system devised to process relational knowledge, The core
esmponents of the system are the unification engine and
MPPM described in the previous section. Software simulation
wes conducted and & detsiled design for the system
eanfiguration and esntrol method proposed was produced.
These activities were helpful in understanding the behavior
of the system when running specific problems.

Further investigation of the system configuration and
control method revealed that the performeance of the
grchitecture depends on the type of problem. The relation
between the architecture and the characteristics of specific
problems was partly clarified. The knowledge base machine
is & back-end knowledge base machine linked to its host, the
inference machine. It provides 8 knowledge processing
funetion simultaneously for multiple inference machines. It
has basic functions to store relational knowledge
representations and perform operations on them. The
operations include unification-restriction and unification-join
in addition to the conventional relational algebraic
operations, When the host machine sends a8 request to
perform processing on relational knowledge to the knowledge
base machine, the control processor annlyzes the reguest and
trenslates it into operations on relational knowledge. The
knowledre base machine can divide an operation or group
several operations page by page. The machine simultaneously
processes a set of problems on multiple unification engines.
To investigate control schemes and other problems of the
paralle]l processing on the knowledge base machine, software
simulation was performed by developing & model for the
knowledge bese machine, The simulator was planned so that
the number of unification engines, page size of the MPPM,
methed to divide a problem, method to assign sub.problems
to unification engines, and other factors could be specified by
parameters. The simulation showed that the page size does
not much influence the processing time, that the effective
utitizotion ratio of the page decreases as the number of
unification engines increases, and that the scheme for
restoring data in pages planned for other systems is not
necessary, because the effective urilization ratio exceeds 50%
for up o 1K bhyte,

(31 Distributed knowledge base control mechanisms

Res=earch into this subject nims ta develop Lechnologies to
integrate muitiple knowledge bise machines, interconnected



via high-speed buses, local ares networks, and other links.to
form a distributed knowiedge base system which will appear
to the user as o logically single knowledge base machine. The
development of the distribuled knowledge base system,
Fredicate Logic Based Hierarchical Knowledge Management
Svstemn (PHI), began &3 part of the intermediate-stage RED to
provide 8 means to develop and verify the varions control and
management mechanisms, Figure 7 shows the confipuration of
the PHI system. Host machines, inference machine PSls, are
linked to knowledge base machine PHis via the ICOT-LAN.
The knowledge base system in the PHI is hierarchically
structured; the knowledge bases are menaged by dividing
them into &n intensional data base (IDB)section and an
extensions] dats base (EDB)section. This approach allows the
construction of & system which provides the features of hoth
the knowledge representation function of logic language
processors and the management flunction of relztional data
base systems,

The relational data base managementi system (RDBMS) forms
the nucleus of the knowledge base management unit,
supporting the functions of the relationsl data base machine,
Lrelia, developed in the imiual stape. The knowledge
management system in the knowledge base management unit
stores and searches for knowledge vie the RDBMS. Protatype
softwars eapable of standalone operation was developed as the
first step of the RDBMS development. The RDBMS waos
instalied on one of the PSls interconnected via a LAN. The
knowiedge base engine (KBE), & hardware option for the PHI,
is an operation unit which performs compurison-based
precessing swch as search very guickly. Figure 8 shows the
structure of the KBE, The KBE receives an operation
command from o PHI, execules it, and returns the results of
the operation ta the PHI, The KEE repeats this ssquence of
procecsing, The KBE uses the zuperimposed eode method, an
enhanced superimposed-code-based search technigue, to rapidly
perfarm not anly search but also relational operations used in
knowledge processing.

{4)
knowiedge base machines

Knowiedge representation processing methods far

A knowledge base machine must have a mechanism which
ellows the users and manager of & knowledge base to store,
manage, and use knowledge easily,

Here, the users ol the knowledge base are assumed to use
logic-programming-based knowledge representation suitable for
various problem domains. It is also assumed that the
knowledge base is shared among more than one wser.

If the knowledge base has information on knowledge
representation to be vsed by users, the knowledge base
manager can understand how the users oblain access to the
knowledge base, and therefore can take measures against
dangerous access which may spoil the uniformity and
consistency of the knowledge base.

Assuming that the interface functions for individual
knowledge representation have some part in eommon, a
aystem wag devised as 8 means to implement thege interface
functions. It will compile knowledge representations inte
intermediate code in some form and store the eode in the
knowledge base machine to efficiently process requests to the

knowledge base, such as retrieve and updating, a5 operations
on the intermediate code.

Research into knowledge representation processing methods
for knowledge base machines investigated the problems
involved when such interface functions of the knowledge base
system were implemented as & knowledge compiler.

The effect of the implementation was also studied.

i. Hnowledge compiler
1) Knowledge compilation control model
Figure § shows the execution process of knowledge
compilation as the total image of the knowledge compilation
control model.
2) Investigation was performed on program transformation,
partial computation, input to partia]l computation, and
partial computation in Prolog. The results led future focus on
the knowledge compiler and the interpreter for intermediate
representation as follows:
ta) Knowledge compiler
A study will be conducted of methods to compile the
following into Prolog programsia)knowledge
representations shown by object knowledge, and (b) meta-
knowledge and a meta-interpreter to execute and
interprete the knowledge representations.
(b} Intermediate-representation interpreter
Prolog will be used to describe the intermediate
representation, and Prolog-based representation methods
will be studied. Ap investipation will also be conducted
on RBLU for clause search and an interface between Frolog
and RBU,
il. Study of knowledge representation
In the knowledge representation for planning, the initial
state, operators to change the initial state, and the final
expected condition are represented, and the represented
results are used to infer & series of operators beginaing with
the initinl state and ending with the expecied condition.
Typical applications of this knowledge representation include
design-related tasks, such as lagic design and layout, and
plan-related work, such as planning of an operation sequence
of robots and process control. Production systems are often
used for the knowledge representation for planning. The
existing production systems, including production rule
representation, were surveyed end production systemns
suitable to the knowledge representation for planning were
proposed. Future ways to research the knowledge compiler,
production systems, modality.symbol-based control, and ather

problems were also investigated.

iii. Study of intermediate represeniation

Knowledge representation explicitly and declaratively
expresses human thought. To process knowledge
representation efficiently on computers, the idea of
introducing intermediate representation with the emphasis
on fast processing on computers and using the knowledge
compiler o convert knowledpe representation into
intermediate representation was devised, ae described above,
the intermediate representation was examined in terms of
the functions required and the architeeture of computers.

Knowledge processing differs considerably (rom



conventional information processing in that it mainly
consists of pattern matching between pieces of knowledge
expressed in symbols with some structure. Unification of
Prolog is o powerful pattern matching funection.

The knowledge bese system is also characterized by the

large knowledge bases involved. To manoge large amounts of

data efficiently, the system uses the schemas model of the
relational dats base, which iz based on handling several
data items ns a seb.

The architecturally preferred approach is to store 8 large-
scale knowledge base in a disk unit and pess enly the
necessary dets from the disk unit to main memory, Few
successful examples, however, have been reported, even for
data base machines in which a fllter was introduced o a
disk ecntraller or disk unit to extract necessary data. The
functions of such filters have vet to be defined for knowledge
bases, Unification appears 1o be an #ffective filter function,
providing an appreach ts 8 mew mrchilecture.

The knowledge base processing described above can be
conceptually illustrated as in Figure 10.

Processing in the knewledpe represeniation system
apnears o consist of 8 repetition of patiern matching
betwesn temperary states in the working memory and the
knowledge base as shown in the figure. That is, & repetition
af retrieval ean be considered as inference processing, Some
inference processing mainly changes the state. Hetrieval-
based processing mechantsms do not always incresse
effictency. The filter mechanism deseribed above seems
effective for knowledge base processing focusing on shallow
and wide inference,

§4 Basic Sofrerare System
(1} Fifth Generation Kernel Language

i. Detaiied study of GHC speesfications

GHC (Guarded Horn Clauses) (Ref. 4,8)is a parallel logic
programming language developed. The grammar rules of the
lanpuare were refined and enhanced to provide the
foundation for RLI in the basic software svstem. The
semantics of GHC were defined from the lollowing two
aspects: (1) paralle! input resvlution neglecting the difference
between guards end bodies, and 2] restriction on the pacallel

tnpul resalution to exerution in & single environment.

it. Development and evaluation of a pratatyps KL1 langunpe

system

17 Implementation on 2 general-purpose maching

A basic study wes conducted on a GHOU-based parallel
programming environment to give it wider acceptance®.
The results al the study were used ta develap a GHO
system on & general-purpose machine which runs
programs efficiently. The system is based on FGHC (flat
GHC: 8 subset of GHC which halances the existing
compiling technplogy with the descriptive power of the
language). It executes & sequence of guard goals
sequentially and a sequence of hodv poals on & psewda-

parallel basis,

*GHC is also regarded as the effective way to merge
message passing - & standard paraliel - programming
eonstruet with the deelarative style, which makes more
portable and casier to debug, and deductive capabilities of

logic programming.

2} Sequential implementation

K L1 consists of four components is hierarchically
structured as shown in Figure 3 ; KL1-¢, KLl-p, KL1-u,
and KL1.b, Two software modules had already been
developed for the sequential processing system ; a
compiler which converts KL1-u and KL1-c into KL1-b,
and an abstract machine emulator which directly execuies
KLI-b. The emulator is implemented in ESP on the P3L
The system was further enhanced by the addition of the
fallowing debupping support twols: 2 style checker which
uses the prammar and characteristics of the language to
perform statie analysis as debugping prior to program
execution, a tracer with which to debug a program while
running it, and an algorithmic debugger with which to
debug a program based on its specifications afler
executipn. These additional functions proved effective in
parailel programs where debugging is far more difficult
than in conventipna! sequentiz! programs.

3) Pragma evalustion system

KLl-¢ forms the core of KL1. KL1.p i5 the pragma
lnnguage which indicates goal distribution. These tweo
components work together to extract the distribution
processing capability inherent in a parallel machine. A
pregme evaluation system was develuped as an
experimental environment(support teol)to advance the
tentative specifications of the pragma to practical
specifications applicable 10 real-world probiems. The
system is a support tool to examine the pragma
specifications, and directly compiles 8 KLl-e program
with the pragma ints Prolog, a sequential logie language.

4) Distributed implementation

A distributed implementozion of KL1 wus developed on
the Multi-PS] according to the basic design of the
components of KL (tentative specifications were used for
KLi-p) The specifieations of KL1-u in the distributed
implementation are based on the KL1.u specifications on
the PSI established, and are added with a pragme which
allnws proprams to specily lead distribution among
processing elements (PEsl. For KL1-b, the ahstract
machine language of the system, the syntax of body goals
wes pxpanded hy introducing the pragma, to permit, for
example, display of the PEs which should evecute goals

gnd the priority of goal execution.

5) Execution environment of programs and enbhancement
of program teansformation technigue

A GHC execution environment program hae a
hierarchical structure in which an abstract machine layer
is sandwiched between the hardwere layer and the user
laver. The abstract machine layer contains differently
shaped multiple abstract machines. The execution control
program for user processes is installed on an abstract



most smitable for sobving a goal end executes the gpoal on
that machine.

The GHC execution environment program consists of
an ebsiract machine unit, an execution control program
unit, and p supervisor unit to coordinate the two units.

The supervisor/absiract machine layer has a supervisor
und differently shaped multiple abstreet machines. The
execution control program layer is an execution control
program to execute user processes in the user layer on
abstract machines, It consists of a user interface, 2 shell,
a server for user processes, and a device server. In the
GHC execution envirenment program, the PSI was used
as the hardware, and the pseudo Multi-PSI, & simulator
for the Multi-P8l, was used as the distributed processing

sysiem.

KL2

Research into tnis subyect was conlinued Lo invesligale

il

Kernel Language Version 21KLZ) basically snd accumulate
experience at an spplication level. The results are given
below.

KLZ is an extension of KL1 and will also have a
hierarchieal structure ranging from a user language to & core
Innguage inciuding & pragma, or to a base Jlanguage. KLZ is
being studied in the following arens to improve
programmability and implement functions not ofTered by KL1:

1. Knowledge representation (Rel9)

2. Parallel problem soiving

3. Support for increased software productivity

4. Deseription of real-time systems

5. Integration with knowledge bases

These areas ean be positioned in the structure shown in
Figure 11.

The core language should be essentially an extension of
GHC. In GHC, however, all programs have & guard, making
prugram Lransformation (unfalding) more difficult. Improvement
on GHC and design of & new language are under investigation
for egsier program transformation and partial evaluation.

The pragie language does oot describe logical execution of
progrems. It mainiy describes utilization and control of
program execution. Three areas must he investigated for the
pragma language: implementability of high-degree porallelism,
control on search, and unified handling of meta,

{2) Problem-solving and inference suftware module

Major research subjecis in this area are paralle] inference
software, basic meta-inference sofiware, basic veordinative
problem-solving saftware, and demonstrotion software,

i. Parrnilel inference software

An experiment on metheds ta describe various paraliel
applicetions and parallel elgorithms was conducted for
evaluntion. It had been planned that the experiment would
feed the resulis back wo give the execution environment and
specifications of KL1. A detailed design was developed for
PIMOS, an operating svstem for parallel inference muchines,
PIMOGS is designed as parallel infarence contral software to
provide users with an environment of paralle] languages.
Application-hased svaluation of the parallel inference soltware

was conducted In two aress: (a)languages to deseribe problems
concerning & parslle] operation system and methods to compile
the languages inte KL1(FGHC), and(b)applications of KL1
such as LSl layout design and syntactic analysis for natural
language processing.

1) Farallel inference control software

Asg with conventional sequential computers, parallel
inference machines cannot control program execution
smoothly without an operating system, the basie software to
manage Program execution,

PIMOS is designed as the opereting system for the Multi-
P51 version 2, intermediate-stage PIM consisung of 100
PIMs, and final-stage PIM, or fifth-generation machine,
consisting of 1000 PIMs. A revised version of the original
PIMOS will be instatled in the final-stage PIM,

) Application-based evaluation of paralle] inference

It is nlmost conflirmed thot the committed choice type
parailel logic langunge, the base for KL1, has sufficient
descriptive power for clear algorithms, Prolog Is easy to use
far general problem salving. It is not clear that the
committed choice type parallel logic language can be
characterized likewise, The application capability of the
ianguage was evaluated, aiming at solving problems in &
perallel operation system where multiple components run in
parallel. Problems on problem solving for a parallel operation
system were defined, the committed ehoiee type prraliel logic
lanpuage was shown o be tos primitive as a langusage ta
represent proklems, and an approach based on & problem-
oriented language was proposed. The appreach consists of a
language simply representing problems aod an inference
mechanism including search and simulation based on the
representation. The language contains bath AND and OR
parallelism. The parallel operation system description
language, ANDOR-II, is a parallel logic language with an
ali-solution scorch function. The function is implemented by
edding OR parallelism to FGHC, which has AND
parallelism. A given problem can be described declaratively
and easily wsing AND parallelism to represent parallel
events and OR parallelism to represent objects with multiple
possibilities (possible warld),

1) Programming of search problems

An effective search technique must be established for
problems in which the search space 15 very large and the
chject to be searched for has a complex structure,

LS] lavout is nne such problem. The search space is very
large because a vast number of components must be laid out,
and preblem selving is complicated because the layout
prehlem is on the harder between logic design and dewvice
design and is therefore restricted by both sreas. This makes
it necessary to search for solutions guickly and intelligently.
L=E1 layout differs considernbly hetween desipn methods ie.g.,
custom LS, silicon compiler, standard eell, gate array). This
reaearch focused on the standard cell LSI, because its design
iy aulnmated tn some degres by existing CAL systems and
can therelore be evaluated relatively easily, and because
fuirly large acale LSI can be designed.

The results of the investigatinn described above suppest



that interactive search in which & designer and & system
cooperate 1o solve problems is possible for the building block
lawout, whereas a paralie]l search for increased speed is
effective in ce!l layout CIL (complex indeterminate as
language element), which can describe constraints positively,
and 1@ tincrementa] query sysiem}, which provides an
interactive exesution environment, have a function o
execuwte & sequence of Frolop ponls step by step and partially
change goal sequences. CIL and 19 were used to develop &
prototype building block layout system, which was then
evaiuated. A prototvpe cell layout system for evaluation
using GHC and capable of deserihing paralielism positively

was also built.

4} Parallel syninstic analvais

A parallel sypractic enalysis technigue suitable for
implementation in parailel logic lanpuages was proposed.
The wechnique explaits the features of committed-chnice
languape, & parallel logic language which describes given
netural-language grammar categories (non-terminal symbols)
&5 processes able to run in parallel, The technique can
handle in 8 unified manner al! of the logic-lanpuape-based
grammer description formats proposed so far, such as
definite clause grammars (DCC)H, extraposition grammars
{XG), and gapping prammars (GG 1L also works as an
extremely efficient parsing algorithm for these logic
ErEMMArs even in sequential execution epvironments,
because it does not repeat the same processing during
analvsis and a program is completely compiled into a logic
lengunge.

The parzllel syntactic analysis method for logic-language-
based grammar description languages is an extension of the
parails!l parsing technigue for DCG which was designed ta
basically handle the structure of context free grammar
tCFG). The structure of the grammar rule to be processed
was extenced so thet it could alsa hendie context sensitive
grammar (C5G)and O-type grammar with a higher-level
descriptive power and XG and GG, which can describe a
relation between non-adiacent elements. A methed 1o convert
& grammar wrnitten in these grammar description formats
ints eommitied-choice parallel languages such as GHC,
FProlog, end Concurrent Prolog was given. In the converted
program, ell grammar components, such as words and
grammar eptegoriss, are expressed as predicates of a logic
language, each moving a& u process able to run in parallel.
Eneh process corresponds w a partial tree of a parsing tree,
making it unnecessary to store oo interim result during
anelysis as a side effect. These features permit parallel
syplactic analvsis to be used as an extremely efficient
paRrsing system even in sequential exeeution in Prolog, The
technique enhenced seems to work as an effective parsing
wrsiean for GG and other prammar description formats for
which efTicient algorithms have not been found. The
nlgorithm of the technique is described in the Prolog-based
meta-program; however, it ean alse be easily implemented in
parallel logic languages suck as GHC, Parallel parsing
seems eflective for varions grammar description formats,
particularly GG, because even no efficient sequential
algorithis have been found for the syntactic analysis of GG.
It alss peovides & practical parsing alporithm for C3G,

ii.

because it ensures termination unless eyclic rules are
included.

Bagic meta-inference software
Research in this area seeks to implement the sophisticated

inference ability possessed by human beings in software and to
develop an environment and tools to support the

implementation.

1) Automated partial evalustion of Prolog programs

The partial evaluation of Prolog programs serves as an
effective splimization Ltechnigue in meta-programming but it
sulfers from poor execution efficiency, PEVAL, & goal-
directed partial evaluation program, was implemented to
increase the efficiency of the partinl evaluation. The goal for
the present was to implement all layers of partial evaluation
programs (Peval, Peval, Peval'ywith the same basic material.
As the first step toward this goal, the aim was to develop an
automated powerful partial evaluation program in Prolog.
The maost crucial problem in this research is to what extent
recursively defined predicates must be expanded. An
aulometed program was successfully developed on 8 muali-
phase-structure basis. This was accomplished by statically
analyvring the partial evaluation program to introduce
conditions which prevent recursively defined predicates from
being expanded infinitely in the program.

2} Proof suppert system

The first step to construct a logic model is to establish a
logic system suitable for the characteristics of the domain
involved, Then a model for the domain is developed by
establishing an axiom system in the logic system. Finally,
the characteristics of the defined made! are verified throuph
the configuration of proof within the model. The
investigation was conducted extensively from various aspects,
such ae interface and description language, by introducing
actual and virteal kevboards and a logic expression input
editor, & structure editor corresponding to the tree structure
of & logic expression,

3) Computer algebra system

Hesearch inlo this subject was conducted using the
algorithm approach. The survey and investigation were
carried out on algorithms for computation of pelynomial
greatest common divisors (GCDstand faclorization, canonical
simplification with respect to algebraic relations, and
integration in finite terms, and prototypes were developed for
arbitrary precision arithmetic to be used as the basic parts of
the computer alpebra system. A further survey was
canducted on factorization and integration, The palynomial
factorization and computation of GCDs were studied. A new
concept called p-factor and p-decomposition was introduced
for the factorization of uni-variote polynomials over finite
fields. The concepl of separability was elso introduced with
respect to the reots of a8 Zassenhaus ™ minimal polyhomial to
distinguish the irreducibility of a factor obtained from the
roots, A theoretical study was elso made of the lattice
algorithm, & factoring algorithm with polynomial time
complexity, and it wes demonstrated that lattice algorithms
can generally be applied to the computation of GCDs and



factors of elements in a Euclidesn ring which satisfy given

conditions, {In lattice algerithms, computation can be

performed in polynomial time with respect to the degree of
the pslynomial to be factored.) Particulerly, for uniwvariate
pelvnomials over integers, experimental factoring algorithms
are programmed according to the ghove results. In R&D on
the eomputer alpebra system, survey and research were
conducted to achieve a8 system capable of advance integration
of elementary functions in finite terms with svstem
implementation. Programs required as hasic parts are being
prototyped one by one frem the bottom,

iii. Basic coordinetive problem-solving software

Basic coordinative problem-sslving software is an important
spplication of parallel problem solving. A language useful for
describing coordinative problems was designed, and R&D was
continued on programming methods for coordinative problem
solving and applications wsing parallel kernel language KL1.
Mandals, an object-oriented knowledge representation
lenguege, had been developed as a descriptive language for
epsrdinative problem salving, but the object-oriented part of
Mundale had not been completely implemented in KLL

Afterwards, an object-oriented language implemented in KLI1
glone was proposed and 8 language wes designed whick can
execute procedures in an object in parallel, with a few
restrictions as possible imposed on its parallelism (Ref B).

A snfvware reutilization system for paralle]l conrdinative
problem mh‘ing has been under study, Frogram reutilization
is a program deveiopment method which saves existing
anftware as & part &0 that it can be reused in developing
similar software. Mandala has been seleclad as the language
to develop & prototype svstem.

Resenrch inw a KL1-based application svstem in the logic
device CAD field aimed to define a procedure for
implementing the spplication system in & paraliel
programming environment through propram development
Investigation was conducted on specification representations
suitabie for the siyle of KLI-based programming, and the
resules were wsed W develop & prollype system.

(1) Enowledge base mansgement software module
i. Knowledge representation utilization system

Research in this area aims to investigate knowledge
represeatation wnd inference engines fur representing a
dvnamic systern and conducting qualitative reasoning on the
system. The investigation will be necessary for evaluating the
knowledge representation capability of Mandela and the
knowledge base management svsiem. The investigations are
outhined below, Functional design of the knowledpe base
manzgement system in Mandala is discussed from the
standpoint of functional design in the section on the
croperative problem-solving system and other related sections.

The first step of the research was investigating & reasoning
gystem o make a computer understond the world of physics.
With knowledge similar 1o lnws in physics, the system will
infer temporal transition of the state of a physical system
from the given initis] information, It was assumed that the

knowledge is based on physical lnws in textbooks of physics.
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The qualitative physical reasoning gystem (Qupras) uses the
physical laws to infer:

1. Relation between the objects forming 2 physical system
2. Temporal transition of the state of the system; i.e., what
will happen W the entire system at the next moment

Qupras infers the relation between objects and trensition of 8
state while performing qualitative reasoning using knowledge

of physical laws and objects.

ii.Basic knowledge acquisitions system

The basic knowledge acquisition system has been studied as
& basic software technology for knowledge base management.
The resuits of the activities in this area are given below,

{a) Hypothesis generation and verification system

Conventional deduction-based reasoning systems start
with existing general knowledge and proceed to apecific
knowledge.

Therefore, these systems cannot draw an effective
inference for facts not included in the general knowledge.
This problem can be solved with e system capable of
performing non-deductive inference, which requires a sort of
logical leap such as induction, analogy. or commen
reesoning. An inference result is essentially @ hypothesis in
such & system; Lhe system can generats hypotheses.
Investigation oo such inference has just been started. In the
investigations, hypotheses were given as a set of possibie
hypatheses in 8 system; the system did not actually reach &
solution for generating hypotheses.

A thegretical study was conducted to gain perspective on
the implementation of systems with such inference
capability. The results of the study were used to propose a
new theory called Ascription, a general basic theory on
inference involving logical leaps.

(b Apalogy svstem implemented in meta-prograrm

The general meaning of analogy is o find a similarity
between two or more events and draw some inference based
on the similarity. This discussion sssumes that analogy iz an
inference category for obtaining unknown facts which cannot
be wblained by conventional deduction.
laference rules were implemented in meta-progeAms using

logie programs and incomplete logic dota bases as examples.
An inveslipation was conducted on ways to increase the
efficiency of similarity-based prediction of facts hy performing
partial evaluation on a given similarity. Fulure research
subjects include the establishment of techniques to discover a
similarity between attributes and the interrelationship
between similarities,

() Increpsed efficiency of logic program by program
trensformation

Programs declaratively written are essy to understand. In
general, however, they run inefficiently under the standard
depth.first search strategy for Prolog in which goals are
executed from left to right. Research into this subject aims to
improve the execution afficiency of decluratively written

ensy-io-understand programs by transforming end



synthesizing them into equivalent hut more efficient programs
A program transformation technique for typical
programs in the generate-and-test type was studied. This
study has some features not found in research based on
conventional program transformation.

{d) Knowledge base management by paraliel logic language

To endow computers with problem-solving capabilities
possessed by professionals, knowledge used in solving
problems must be stored and menaged in data bases. A
knowledge base management system provides functions to
represent pxperis’ knowledge in a format that can be
understoed by computers, and acquire knowledge and save it
in data bases systematically. A knowledge dats base was
devised to accumulate and manage knowledge expressed in a
set of Horn clauses and ways were studied to implement the
knowledge data base in GHC. The possibility of constructing
& knowledge base management systern which will process
rules and lacts was checked, and it was confirmed that data
bases consisting of rules and facts, systam control progroms,
and knowledge base management programs can be handled
with & single framework of logic programming. Three
methods for parallel control ever GHC-based relational
operation processes were alse investipated. The investigation
showed that parallelism differs between the types of
commands when the processing granularity is made smaller
by dividing data.

The problems had logically good characteristics, Actual
knowledge base manegement systems invelve a number of
more complicated problems.

{e} Learning function in elgebreic manipulation

Mathemnaticians solve problems using expert knowledge in
muathematics. They chooge an sppropriate method which
seems to help solve problems and sometimes try to reach a
solution on z trinl-and-error basis. The expert knowledge
they use includes object knowledge which directly transforms
a problem and meta-knowledge which represents knowhow to
select object knowledge. Research into this subject nims to
study the learning process of mathematiciens by focusing on
learning from examples.

Learning can be roughly divided into two types: one
obtains knowledge on a domain (in this example, the domain
nf mathematics), the other ahtains knowledge on how Lo
learn, The following three levels of learning in the domain
of algehraie manipulation were investigated and part of the
detailed design developed.

- Rule learning: This type of learning in the algebraic
manipulation draws general terms from & series
{malhematical progression). It corresponds to & problem
in conventignal inductive inference.
catcept learning: This type classifics rules in the
algebraic manipulation,

Strategy learning: This type learns heuristics to apply
rules in the sigebraie manipulation.

iii. Basie distributed knowledge base management software
Hesearch into this theme aims to provide s dictionary data
base for natural langusage processing application syatems and

a proof data base function for thesrem.proving systems. Two

subsystems are currently under study and development: the
knowledge base management subsystem and the knowledge
base menipulation subsystem.

{a) Distributed knowledge base management subsystem

(Kappa)

The distributed knowledge base management subsystem,
Kapps, uses the non-first normal form (NF*) model instead of
the relational mode] as the model of the lowest layer to
efficiently handle knowledge with a complicated structure. The
NF® model can be considered an extension of the relational
model. Models for knowledge representation capable of
handiing terms and taxonomy are positioned. A prototype
system was partly developed 1o confirm whether Kappa can be
implemented.

(b) Basic distributed knowledge base manipulation software

(SIGMA)

SBIGMA iz 8 knowledge base manugement and manipulation
system built on Kappa. It is designed as a support toal for
expert system development. SIGMA will use K51, 8 knowledge
representation language based on the concept of sets, to
represeni knowledge and to manage knowledge bases, perform
inference, explain an inference process, and keep knowledge
bases consistent. A prototype of SIGMA was partly developed
to confirm the feasibility of the software. Investigation was
also conducted on the interconnection between SIGMA and
Kappa which will be implemented.

(4] Iatelligent interface software module

i. Pilot model for discourse understanding system

A basie study of the pilot model was made and its prototype
partly developed. The results of these activities were
evalunted, and detailed theoretical and technological studies
were conducted on anaphora processing, a ¢rueinl technology
for eonteTt processing.

The discourse undersianding system, DUALS (Discourse
Understanding Aimed at Logic-based Systems), is an
experimental system to build 8 lsgic-programming-based
computationa] medel for discourse understanding. To construet
such a model, it is necessary to review problems, such as
identification of ellipsis and anaphora, speech actions, end
planning, from a computational standpeint, and to formulate
inference. DUALS wversion 1 is the first attempl to implement
the situation semantics theery as & foundation for discourse
understanding models. It has been developed in Prolog.
Prolegs term description alone, however, is not always
sufficient to express complicated structures such as semantic
structures of sentences, making it difficult to gain perspective
on the entire system, This problem is also a stumbling block
in prublem demains, such as context understanding, where &
rumber of unknown factors are invelved.

DUALS verzion 2 waa developed hrsed on this expearience,
Desmign of the second version aimed to further clarify the
structure of the system and provide a hasig for future
experiments on various discourse understanding, CIL was used
to provide & unified description of the entire system . CIL's
functivns to represent and unify partial terms were used to
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clarify the system siructure effectivety. The latest work in
situation semantics was also intrpduced to represent semantic
siructures of sentences and expand the framework of situation
semantics.

DUALS version ? consists of the siz modules shown in
Figure 12: text analvsis, object identification, discourse
analysis, problem solving. text generation, and 1/0 routine.

The text analysis unit performs morphelogieal, syntactic,
and semantic enalyses on a sentence made up of kanji
{Chinese charactersiand kans (Japanese syllabary), and
generates an intermediale representation {event typelof the
senience. The unit uses a wariant of Watanabe grammar and
implements rapid persing using the 8AX anolysis algorithm,
The object identification unit matches objects (generally noun
phrases) which appear in the intermediale representation of a
sentence to objects in the real world, It alse identifies
anaphora and ellipsis. The discourse analysis unit interprets
speech actions end stress discourse structures. The current
unit is very primitive; it only determines whether the input
senlence 18 a query or not, and stores the deseription situation
of each sentence in the Jist structure. The problem solving
unit abtains a solution to the query by performing a search or
inference. The text generation unit generates o Japanese
gentence from the intermedinte representation (descriptive
situation)of the input sentence. When the sentence to be
generated is a solution to B question issued by the user, the
sentence generation vnit first peoduces the intermediate
representation of the putput sentence from the intéermediate
representation of the question and the solution from the
problem solving unit, then generaies & surface sentence. The |
{0 routing provides a user interface. It uses the Pmacs editor
on SIMPOS w nermit user-friendly data entry, DUALS
version 2 is written in CIL end ESP, and instalied on the PSL
As in the first version, sample sentences were extracted (rom
tests designed to measure the reading skill of Japanese
studenls o elemenigry schools,

The results of the design and installation of DUALS
version 7 showed that the semantic representation based on
situstion semantics snd the processing modules will provide a
busic system in discourse understanding experiments in the
future.

The model proposed by Barwise was introduced as the
framewark for identification an anaphora relations in the
asnaphora treatment, In this model, indexing which represents
anaphora relations is performed on a subset of English, and a
maodel.theory-like inLerprewation is given by cunsidering it a
logicai expression. Unlike interpretations in ordinary predicate
logic, this interpretation is regarded as procedural, and
assipnment of o valoe to Lthe lapical expression is considered a
partial function, Therelore, this framework seems suitable for
implementation in computer programs; especially, it appears
tw provide excellent compatibility with ClL, which can
represent & partial value assignment as an associative list. It
was shown that Barwised model based on situstion semantics
can be easily instalied in CIL. An example of detailed design
of the model was demonstrated,

The model, of course, does not provide o fromework capable
of treating oll anaphora phencmena. Particalarly, the
interpretation rule shown above is directly established based
on the svnractic structure of English (L (8513, This seems gquite
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different from the framewark of Kamp which is very closely
related to the model. That is, intermediate structures such as
Kampé DES (discourse representation structure}ars removed
from Barwiset model. Neither framework, however, can be
used directly as & model for Japanese, becnuse its syntactic
structure differs from that of English. Still, the ides of partial
assignment and dynamic interpretation shown in Barwises
mode] provides a basic approach to anaphora treatment in
Japanese,

ii. Basic sentence nnnlysiz and synthesis software

Research in this ares seeks to develop Japanese phrase
struciure grammar (JPSG), 8 grammar system o describe
basic Japanese structure and its language processor.

A basic framework Lo describe grammar was designed and
used to describe one of the most basic structures. The
framework was enhanced by expanding the area of linguistic
phenamena involved; new [eatures and principles were
introduced according to the expansion. [t was demonstrated
that the framework can also describe and formulate Japanese
morphology. The sentence level concept was introduced, and
the priority of the elements forming a sentence, such as tense,
sspect, and modality, was established, A study was performed
on whether the structure of 2 sentence consisting of these
elements could be governed by any rule. The same
investigation was performed on complicated sentences
invalving these elements end conjunctive postpositional
particles. The resulting frumework was then used to
experimentally describe senlences extracted {rom Japanese
readers for sixth.grade students in elementary schoals.

A prototype parser hased on the ides of JPSG has been
under development to demonstrate the feasibility of applying
JPSG w language understanding. An attempt was made Lo
install some of the functions of JFEG for evaluation using two
schemes: conditional unification and Cll-based GALOP. A
grammar description language was also designed Lo provide an
interface Lbetween linguists end the parser, and experimentally
used. The results of the evaluation are summarized below.

The conditiona) unification technique allows most of the
grammar descriptions of JPSG W be converted easily into
programs. This facilitates the development af an analysiz
gvstem to verily JPSG, a goal set up for this ressarch subject.
The technigue does not depend on an analysis algorithm.

The processing efficiency of the parser was not very high,
becawse the conditional unification was implemented as Prolog
programs, The parser implemented in C-Prolog on the VAX 11
JBEO0 took about 20 seconds Lo analyze the sentence: “(Ken
wns made o read & book.)". The precessing speed is relatively
fast, considering that the conditional unification
simultanesusly searches all possible snlutions.

{5y Intelligent programming software modules

Under the theme of intelligent programming software
modules, research and development was conducted on the
experimental program transformaticn, proef, and synthasis
system, software knowledge management system, and
experimental program transformation, analysis and verification

gystem. Demonstration software was developed for



these systems.

1. Experimental program transformation, proof, and
synthesis system
1) Theorem proving system

The theorem proving system must have funclions Lo
process & huge amount of mathematical knowledge. The
systemn must alse have ulility funetions for proving theorems
such Bs proof editing, two-dimensional 1/0, and formula
manipulation functions.

This system is used primarily as a notebook by
mathematicians. It may also be used as a CAl system for
mathematics educalion, an expert system, or & problem-
solving and inference system. It will be particularly useful
for programming support; thus, this application of the
system will be an important theme in the future.

When development of the theorem proving system
started, the following areas were chosen to be covered by the
system:

Linear algebra (LA)
- QJd
Synthetic differential geometry (SDG)

A prototype of the system, named the CAP-LA system,
was developed using the DEC10-PROLOG machine, and its
first version was developed. Based on these experiences, the
second version of the CAP-LA system was completed.

The CAP-LA system denls with linear algebraic theories
appearing in textbooks for {irst-year university students,
Tsuchivas textbook was used W design and evaluate the
proof description language (PDL) and system. As & checker of
proafs written in PDL, the CAP.LA syatem supports
evylution of linear algebraic theories, Development of the
second version of the CAP-LA system emphasized
improvement of the foliowing feetures:

- Proof speed

- [nmter-line interpolation function

= Verification process display functions for svstem
developers and experts

— Structure editing function and syniax guidance
function

- Representation of proofs in a natural lanpuage

The objectives were achieved satisfaclorily.

2) Term rewriting system

The heaviest mathematical work load on researchers is
formules manipulation. Generally, the work reguires
complicated and profovind inference concerning equal signs,

Therefare, the term rewriting sysiem is #an important
subsystem for the theorem proving system. Having both
proving and computing functions, this system can be used
alone or can support many other gystems.

Ag a theorem proving subsystem, the Lerm rewriting
gystem ia typically applied to equational logic. 1t is alao
wseful for proving theorems bused on predicate logic. The
latter is & typical application of a SDG theorem proving
system. Other applications of the svstem may be program
synthesis and verification.

When its computing functions are brought to the fore, the
term rewriting system is & programming language and its
executor. Although term rewriting is regarded as »
functional programming technique, the system can also
handte logic. Thus, it is a candidate logical language making
up for its weak points in representing mathematical
functions. The kernel technique for realizing a logical as well
2t & fonctional programming language may be term
rewTiting.

An experimental system called Metis was developed It
has the following functions based on the term rewriting
technigue:

— Determining directions of equations and converting
equations to rewriting rules

— Removing ambiguity from rewriling

- Ezeculing rewriting

Moreover, Metis was improved as described below. The
biggest problem for Metis is processing equations such as the
commutative law because, once this law i{s converted o a
rewriting rule, the possibility of terminating the rewriting
cannot be guaranteed. To solve this problem, an AC-
unification elgorithm and an AC.-completion procedure into
which associative and commutative inws had been
ineorporated were first implemented. An unfailing completion
procedure that does not necessarily convert equations to
rewtiting rules was then implemented.

Another problem is how tn treat nol-equal signs, ie.
unegual relatipnships. However, this was completely solved
by implementing Jieh Hsiang's S-strategy.

3) Program construction system (FCS)

There is & lot of similarity between proving mathematical
thearems and computer programeming. This fact is recognized
from mathematical and other perspectives. The realizability
intsrpretation given by Kleene in his theory of constructive
mathematics is 2 principle of estracting programs fram
proofs. The concept of programming constructive proving was
researched. Since 8 number of systems based on this concept
had already been reported, their features were investigated.

Cample programs were then studied Lo seek lechnigues for
developing such a system. For this work, Satohé QJ was
used as the logic system and Quty as the pregramming
language. Partly madified PDL was used as a specification
and proof description language in CAP-LA and its allinity
with the theorem proving system was checked.

Figore 13 shows the image of PCS. The proof editor and
system manage, proof parser, and proof verifier have the
same functicns as the CAP system. The module knowledge
hase eorresponds to the proof data base in the CAP system
and is used to store and retrieve created modules. The proof
compiler is the madule extracting programs by analyzing
verified proals,

2.  Program design, development, and maintenance system
The R&D results of software design support system using a
knowiedge bese are outlined here.
Fundamental measures enovering the whale softwere life cycle
are now needed Lo improve sufiware productivity and



maintainability. Reusing software resources and aecumulating
and transferring scftware development technigues are
becoming particularly important to cope with the shortage of
sofiware enpineers. The focus is on developing & system with
& dale base , supporting sofiware transfer technigues and
analysis/ verification of designs. The Lechniques to be
translerred are closely associated with knowledpe information
processing technigues sueh os knowledge representation and
application technigues.

Models of design activities were investigated to clarifly the
role of 8 knowledge base in designing sofiware. The concept of
a three-source software design model wes then implemented.
In this concept, a software desipn model is n set of
interactions between three systems: the processing system
idesigners!; the resource system (knowhow, design information,
ond program parisl; and the system being processed
ispecifications and programs w be designedi. According o the
consepl, & saftwere desipn activity is defined as “an activity of
the processing sysiem W oblain necessary information from
the resource system and use it W convert the processed system
from specifications w refined specifications to & program™.

3. Seftware knowledge menagement syziem

The R&D goal of SIMPOS iz to provide a betler environment
for legie programming, The development placed importance on
the [wilowing items:

= Unifying interfaces between subsysiems

- Mansgement of multiple P3] mechines connected by o
network )

- Flexible handiing of ebnormal conditions lerrors)

The internal algerithms ard execution efficiency of modules
were alse improved.

The logic language, ESP, having object-oriented functions,
was used to deseribe the svstem.

Az a result, the following objectives were achieved:

~ Lompatibility between the svstem and application
programs through the logic ianguage

— Accessihility 10 the system through an cbject-oriented
paredigm

§5 Development Support Svsiem
i1t Paralle] software development maching

i.Scfltware

The sofiware system consists of the connection control
software, which runs on the paraliel software development
machine, Muiti-F51, and part of the SIMPOS programming
and operating svsiem instalivd on the PSI, the processing
element of the Multi-PSIHiRel 5.

The connection contrel sefltware links and coordinates
multiple PSls. It provides a function to control 8 dedieated
network and 8 userinterface function w enable & host PSI to
eontral execution smoothly on the networked PSls,

SIMPOS running on the PSI is vita! for smooth operation of
the Multi-PSl, system. The P8I, serving as the PE of the
Muiti-PSI, is also designed to work 83 6 stendalone sequential

inference machine. Therefore, the PS] offers a user-friendly
interface for the Multi-PSI or true parallel inference machine
svstems in the future, because it can be used as & froot-end
processor or & work bench to provide a cross compiler for
program development. Basic development and improvement
were completed for SIMPOS. The subsystems of SIMPOS were
improved and enhanced so that the P8l could be used more
easily as the processing element or front-end processor of the
Multi.PSl. The PSls have become widely used in many kinds
of research areas with the improvement of available software
tools.

i Hardwere

The Multi-PSI system iz being developed in two stages ; the
[irst version and the second version (Figures 14 and 15). The
first version has a structure which can be completed in a short
time to enable research on paraliel software to be conducted
s sp0n B possible. It ean aet ns an experimental system for
the design of a larger, more advanced version of Multi-F3I,
Multi-PSI version 2. The first version is a small-scale multi-
processar syatem made up of six to eight PSls linked via the
connection network hardware developed.

in the development of the Multi-PSI version 2, the PSI itself
iz being improved and reduced in size, because the second
version should heve more CPUs and higher performance. The
connectign network is also being refined o link up to 64 PSls.
The entire part of the KL1 processor will be implemented in
firmware t¢ achieve high performance. An improved, smailer
processing element is also being configured as a separate
standalone system to be used as the front-end processor for the
Mulu-P3l version 2 or as a simulator, This system, a smaller
version of the PSI, is called the PSI-II. A prototype of the
Multi-F3I version 1 was developed for evaluation. The
connection network hardware and processing element
hardware of the Mulu-PSE version 2 were designed in detail,
and a prototype PE was developed. The PE hardware of the
Multi-PSI version 2 was wsed o conduet the partial
prototyping of the PSI-IL,

The H&D results of the hardware system for the parallel
software development machine are outlined below separately
for the connection network hardware and PE. Various items
diselozed in the evaluation and the results of the detailed
investigation will be used Lo develop prototypes of the Multi.
PSl verzion 2 in the lature, In this development, prototypes
will be charncterized more as small-seaie paralle] inference
machines than as parallel software development machines.
This shift in approach is expected to facilitate R&D of parallel
software considerably, including parallel inference control
software PIMOS, and R&D of the intermediate-stage and final-
stage PlMs,

Detailed designs were produced for the hardware and
firmware of the PE, and their prototypes were partially
developed. Detailed designs were also developed for the PSI-1I
hardware using the PE hardware and for its firmware. This
was followed by partial prototyvping. The PE hardware vesed as
the engine of the parallel soltware development machine is
designed to run fast and have a large-capacity memory. The
destpn also stressed compactness and low power consumption
0 Lhal & gvster consisting of 16 o 64 PEs could be
configured relatively easily.



() Improvement and enhancement of sequential inference
machine (high-speed processor module)

The high-speed processor module is an extension of the
sequential inference machine. It is a dedicated processor
capable of rapidly processing programs in & Prolog-based

inference language and has & large-capacity memory. R&D on

the module consisted of designing improved and enhanced
software and prodoeing functional designs of smaller
hardware. Three types of software were developed to make
full use of the power of the smaller version of the module,
calied the smaller CHI(Co-operative High Performance

Sequential Inference Machine): programming system software,
basic software for the CHI, and an ESP translator to provide

functicnal compatibility with the basic part of the SIM. A
detailed design of the smaller hardware and its prototype
were developed. The firmware of the high-speed processor

module wes alse designed in detail and coded to eomplete the

RED af the module.

The development results are outlined below for the saftware

and hardware systems.

i} Software system

The R&D activities consisted of 1)improvement and
enhancement of the programming system software, 1)
improvement and enhancement as well as design and

prototyping of the basic software for the CHI, 3)basic design
and prototyping of the ESP translator, and 4)development of
a firmware simulator for the CHI, u development tool for the
smaller CHI firmware. These activities provided the expected

results,

ii) Hardware system

A detnlled design and circuit design were produced for
tie smaller CHIL A prototype was then developed and
thecked for performence, The firmware of the smaller CHI
was also designed in detail and coded. The development
uctivities for the smaller CHI consisted of the following: 1)
research, development, and manufaciure of two types CMOS
gute srrays, 2)research and development, cireuit design, and
manufasture of processor modules. These were required to
replare CML devices used in the CHI developed with CMOS
and TTL devices, thereby making the hardware more
compact, 3) Cireoit desipgn and manufacture of the main
memory moedule and memory inlecface module; these were
conducted to introduce higher-density memory devices (]
Mbit} for smaller hardware, 4) Circuit design and
manwacture of the host interface moduale; these were
conducted because the 1/0 contro]l module was changed to
make the system smaller,

{3} Improvement and enhancement of network system
Developtment of the network svstem in the FGUS project is
being ennducted in two areas 8 SIM petwork system and an

international network system.

il SIM network system

The SIM network system is designed to facilitate R&D of the

FGOCS project. It connects the sequential inference machine

PSls installed at ICOT and its related research institutions
via Ethernet-type LAN and DDX. The network functions
designed and partially prototyped were improved and
enhanced to build a network gystem. The system is currently
in operation, providing communications services, such a3
electronic mail between 18 sites including HCOT.

The structure and functions of the system are outlined
below.
1) Metwork system structure
Figure 16 shows the entire configuration of the 8IM
natwork,
(8} LAN interface adaptor (LIA)

This device performs interface conversion and protocol
conversion to connect a host to a LAN.
{by LAN interface board (LIB}

This board provides on IEEE488 interface between a
host and a LIA. The board is installed in the host.
(¢} NCLIA + network console

This pair provides the network manager with functions
such 85 management on diagnostic information and
netwark structure information and collection of log
information. Metwork structure and other information is
sent to hosts by eommunications between the L1A and
NCLIA,

{d) Bridge (BRG)

Unit LANs mre connected to each other by the BRG,
which aliows inter-L1A communication across the different
unit LAN.

(e} Gateway (GW)

The GW is a public network connection unit which
uses the DDX-packet network and allews L1As linked to =
composite netwark to communicate with LlAs linked ta
another composite network. A composite netwnrk consists
of pne or more unit LAN= interlinked with a BRG.
Generally, one sile consists of one composite network,

{fy Transceiver (TC)

This unit is connected to o conxial cable, the
transmission line of the LAN, It sends and receives
signals via the cable, and provides electrical insuiation.
(gl HEH

*H" represents general host computers, such as the P3I
and general-purpose computers, while “SH™ means server
hosts. In principle, & server host is used in each eomposite
network and works as a mail server, print server, and file
server for general bosts.

2} Metwork functions

The network functions of the SIM network system are
divided into basic and applicatien funciions. Application
functions use the basic functions to provide users with

varinus useful services.

(#) Bazie functions

The basic funcliovns provide the network-based
interprocess communications function, affered by the LIA, to
programs running on the PS1 The functions are supporied
by the netwurk control program (NCPL
A new NCP was developed based on the logic design
peoduced previously. The new NCF hos the following



features:
1. Provides & 1:n communications function

Provides commilment mode

Provides datagram mode

Provides value-added mode enhanced in function and

reliability in 1:1 communication

2
3.
4.

Allows n heap and string to be used as 8 data transfer
bufTer

£. Enhances simplified communications interface (n line)

7. Coexistence with user.specific NCP
by Application functions

The [ollowing spplication Tunctions of the SIM network
provide users with a variety af vseful services:

1. Eemaote object
This functipn provides 2 basic mechanism which
allows the user of a PSI to perform nhiject generation or
deletion, methad ealling, and other operations for Enother
PSI. The opergtions, however, are restricted. It was
decided to develop various systems forming the
application funetions based on remote objects.

2. File server svstem

This system provides & remote file and directory access
function and a moenipulator function. The remote file and
directory access function permits the user program to
aceess files and directories of all PSlz and genersi-
purpose machines connected to the SIM network. The
manipilater funetion uses the remote file and directary
aecess function and the functions of other server systems.
it allows the user of & host o copy, print, and perform
other operations on files and directories of another host.
This system was developed based on remote obpects. it is

provided to users as part of the file system [unction,

3. Mail server svstem

This syswem provides a mail funclion and an electronic
bulletin board function, The mail function permits users
to exchange electronic messages, 1L has various oplional
functions sucn as lorwarding mail and preducing printout.
The bulletin board is something like n blackboard that
can he shared by severs! users, Users can exchange their
ideas via the bulletin beard. Mail and bulletin boards are
stored in the mailbox of the server PEL An aoxiliary
server function was added t the system . This lunction
stores mail and gther infeormation when the server PS5l is
disconnected from the network. It allows users to send
mail when the secver P51 maliunctions or s disconnected

from the network.

4. Print server system
This system provides s remote print function and a

manipulatar funetion. The remote print lunection allaws
the user progrem to use the printers linked to all PSls on
the SIM network. The manipulator function enabies the
user gt a terminal on the network W cancel remote print,
display output conditions, end perform other gperations.
This svstem was developed based on remate object. 1t is
offered to the wser os part of the print svstem function.
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5. Talk system

This system provides a full-duplex, real-time inter-user
eommunications funetion vie & bitmap display (BMD). The
gystem has an additional function. When a user wants 1o
communicale with another user on the network, this
funciion lists the names of users currently using the PSls
on the network snd aliows the user to select the
appropriate name. This function has substantially
increased the ease of use of the network.

International nelwork syvetem
The computer network plan of the FGCS project has been

il

mude sround the PSl. At present, communications between
FS5ls and general-purpose computers are limited ; the only
service supported is file transfer with VAX/VMS via
Ethernet. Both overseas and domestic research institutions
heve long been requesting electronic-mail-based
communicalions with ICOT over a computer network. The
FGCS project therefore earmarked the problem of networking
general-purpose machines as an urgent task. The SUN
workstation was introduced Lo link computers at 1COT with
other institutions, 1t has been used as a patewsy to connect
with eomputers at universities and other resesarch groups.
Connection 1o overseas sites was considerably enhanced by,
for example, becoming a regular member of CSnet. At
present, ICOT is officially linked to ARPA Internet via
CSnet. A stable connection hes alse been established via the
UUCP network with MIT and the following gateways: UKG
in Britain, INRIA in France, and ENEA in Sweden.
Connection Lo other countries will be implemented as the
need arises in the future. ICOT is currently connected to
domestic research institutions through JUNET and DECnet.
Both networks support an increasing number of research
groups, JUNET also supports electronic-maii-based
communications with countries which have no direct link
with ICOT. Development eand enhancement of these networks
have given ICOT sophisticated electrenic-mail link
comparabie to thal of leading research institutions anywhere
in Lthe warld.

Metworking still invelves a number of lechnical problems.
Services available on the international network are currently
restricled tu eiectromic mail. It is imperative Lo continue to
enhance the network to provide the same level of reliability
and service malching ns the state-of-the-art ARPA Internet

§6 Concluding Remarhks
Current R&D activities at 1COT are slso being used to

pursie more sophisticated possibilities and to realize them so
thet the project can move on the the final stage smoothly,

Some advanced subjects previously untouched will be handled.

It was decided to start with these subjeets as important issues
o be studied.
Under these circumstances, the guidelines for the R&D
motivities were set as follows:
1. R&D will be conducted to develop basic research from the
beginning #né to achieve effective integration of individeal
research areas,
2. The R&D aystem established on the basis of the
component and overall system technologies will be more



solidly organized in gradual readiness for research in the

final stage.

Sinee ICOT is involved in the development of state-of-the.arl
technology, it is considered imperative to exchange
information and research results with scientists working in
related fields both at home and abroad. A research
infrastructure in cooperation with universities and industry,
which gives ICOT useful gdvice and supplements its activities,
has been built up for basic research advancemant.

Some researchers in advanced research areas have the cross-
gectional view that the generation analogy will not hold very
well in advanced information processing systems of the 1980s
and that, because of the diversified research involved, the
research base i seen more as branching rather than as a
movement from one generation to the next. ICOT always
listens to the pros and cons of the matter (Ref6,7). From the
beginning, 1COT has tried w verifly the hypothesis that
parallel architecture based on logic programming will be a
next generation computer oriented towerd advanced
information processing in the 1980s. The main focus is to
research computer science based on logic programming and o
develop symbol erunching super parallel computer and
knowledge information provessing wechnology within this
framework.

Another national praject in Japan, less widely publicized, is
reported to be challengiog the U.S. lead in numeric
gupercomputers, As a result, it can also be said that bath
those qualities offer an excellent foundation on which to raise
Al applications. Finally, an observer says, "While initiatives
warld-wide all have problems, they have also led to progress”™
He is quite right, We are looking forward w a good solution
in the FGCE,
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