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ABSTRACT

As part of Japan's Fifth Generation Computer Project for
the development of a knowledge base machine {(KBM), an advanced
database machine incorporating a new data model and hardware
architecture 1s proposed. For the data model, an extension of
the ordinary relational model is used. In this model, a term
which may contain wvariables is allewed as an attribute value
and operations over relations concerning unifiability between
terms are defined. For the hardware architecture, unification
engines handle unification operations over relations in parallel,
and a multiport page-memory reduces the bottleneck between
primary and secondary storage.

An estimation of the system performance is made by simulating
the system. A precise model of the hardware architecture
was implemented. Control strategies for parallel processing were
then implemented on the hardware model and evaluated. A control
strategy in which +the system assigns to a unification engine
a reguest %o Jjoin multiple pages of two relations is praoposed.
It was found that the strategy is useful for this hardware
architecture in that it optimizes the processing time and memory
usage.

Moreover, detalled records of system activities are obtained,

which are considered useful for the full-scale implementation of
such a system.
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1 Framework of Our KBM Research Project

1.1 Research Objectives

We have conducted research on constructing a knowledge base
machine (KBM) within Japan's Fifth Generation Computer Project.
The term KBM means a database machine with advanced functions for
knowledge, In an intermediate project lasting four years, we aim

to develop a prototype KBM which provides a common knowledge base
for inference machines.

1.2 Design Philosophy of the KBM Functions

We developed the relational database machine, Delta, as the
first step of our research [Kakuta B85], [Sakai 86] and evaluated
it. We also made an experiment in which Delta and an Iinference
machine, PSI, communicated through a local area network.

Through +the experience, we have arrived at the following
conclusion: while a database system is needed, an ordinary
relational model 1s not sufficient; i.e., knowledge engineers
prefer more powerful models. Therefore, we declded to adopt
an extension of the ordinary relational model [Morita 88],
[Yokota 86]. In this model, a term having variables is allowed
as an attribute value, The scope of a variable is within the
tuple, as in a Hern clause. Operations over relations concerning
unifiability and/or generality of terms are also defined.
Figure 1 shows sample relations and a sample operatlion. The
operation is called a unification join {(U-jein}. Following this
model, one can not only represent complex situations but alsc
realize a kind of inference,

A similar model and a knowledge base mechanism different from
ours are reported by Ohmori [Ohmori B6].
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1.3 Design Philesophy of the System Architecture

Through the experience with Delta, we found that it is useful
(1) to use multiple special-purpose processors to cope with heavy
sperations like U-join in parallel, and (2) to use a large disk

cache to reduce the bottleneck between primary and secondary

storage. Ta achleve the first goal, a unification engine (UE)
was designed [Morita 86]. To achieve the second, a multiport
page-memory (MPFM) [Tanaka B4] was adopted. This is a kind of

miltiport memory without any contentlon although its accessible
unit is limited to a page, not a word.

Figure 2 gives an overview of the system architecture. It
contains disk devices which store permanent relations, an MFPPFM
which behaves as a disk cache shared by the disk devices and UEs,
UEs which process operations on relations within the MPPM, and
a processor which controls the whole system. The MPFPM may be

regarded as an alternative to a system bus and shared memory.

1.4 Overview of the Simulation Study

Before undertaking the actual implementation, we simulated our
KEM architecture to estimate the system performance. A precise
model of the UE was reguired since it significantly affects
the execution time, so we made a simulation study on design
alternatives of the UE first [Morita 87] and adopted the best
medel in this simulation study. Like other kinds of parallel
processing, the guestion of contrel was alseo important. We
adopted alternative control strateglies and compared them in the
simalation study.

This paper shows the result of the simailation of our KBM
architecture. section 2 describes the system architecture and

control strategies. Sectlion 2 describes the simulation study.
Section 4 gives the results.
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2 KBM model

2.1 System Architecture

In the simulation study, we adopted the system architecture
{llustrated in figure 2 except for disk devices. Therefore, we
assumed that all the reguired and newly generated relations are
always staged in the MPPM; it 1is the ©best case of system

performance.
The MPFPM is a shared memory with multiple ports. It allows
constant data transfer rate for each port. The rate 1s assumed

to be 20 Mbytes/sec =so that it is egual to the processing speed
of the UE.

The MPPM stores relations on a page basis, The term "page"
has two meanings. One is a unit of size of data access which
causes a time delay. It depends on the hardware implemen-
tation and is called the track size. It 1s assumed to be 512
bytes. The other is a unit of size of storage that must be a
multiple of the track size. It is determined by the management
software of the system. We compare the cases of 0.5, 1, 2, 4,
B, 16, 32, 64 Kbyte pages in the simulation study,

The UE can process a U-join operation between several pages
of a relation within the MPEM and several pages of ancother, and
output resultant tuples into the MPPM in a page scheme. Each UE
is connected to the MPPM through three ports, two of which are
used to input tuples wof two relations simultaneously and the
cther teo output the resultant tuples. Figure 3 shows 1ts
csonfiguration. The main components are two pipeline merge-
sorters, a pair generator and & unification unit. The pair

genprator, receiving arranged seguences of input tuples from the
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merge-sorters, produces pairs of tuples which may be unifiable.
The unification wunit checks the unifiability of each pair and
outputs the resulting tuples.

& tuple is represented as a seqguence of four-byte words, each
of which stands for a compenent of a term (atem, functor,
variable). Every unit of a UE is designed to process the word
within a certain period, assumed to be 200 nsec. At the
beginning of a perled, a unit receives a word from one of the
adjacent wunits (if any)}, and sends the resultant word at the

end of that period.

The amount of pages that can be processed by a UE at one time

iz limited to the size of its buffer memory. The number of
tuples that can be processed is also limited by the number of
stages of the pipeline merge-sorter. In the simulation study,

however, the latter limitation always follows from the former.
The control processor manages all the resources in the system.
The overhead time of the control processor is ignored.
The important specifications are summarized below.

{1} MPEM
Track Size : 0.5 EKbytes (access delay 0.0256 msec)
Logical Page Size : 0.5, 1, 2, 4, B, 16, 32, 64 Kbytes
Data Transfer Rate : 20 Mbvte/sec for each port

{2) UE
Number of UEs : 1 to 32
Processing Speed : 200 nsec per four-byte word

Humber of I/0 Ports

a4

3 (2 for input and 1 for output)
Buffer Size : 4, 8, 16, 32, &4 Kbytes
(2) Control Processor

control overhead : None
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2.2 Input Resolution in the System
Although the data model of the system can be applied to various

kinds of knowledge information preocessing, we concentrate on

input resolution 1in the simulation study for the
reasons.

following

{a}) It is suitable for studying the system behavior

resclution is realized by the repetition of U=-joins.

since input

(B) It uses all the functions of the unification engine.

(e} It is a typical operation that an ordinary relational
databkase is not able to handle,

2.2.1 Representation of Definite Clauses and a Goal Clause

Definite clauses are stored in a relation with two attributes.

One stores the head of a definite clause and the other stores

its body. Both attributes are stored in llst form, with the =same
variable attached as the last component.

A goal clause is stored in ancther relation with two attribu-
tes, One stores the expected form of the goal and the other
stores the ecriginal goal clause in list form, with 'nil' attached
as the last compuonent.

A relation with definite clauses is called a permanent relation
(PR} and a relation with a goal clause is called & temporary

relation (TH}. Figure 4(a) illustrates an example of a PR and TR.

2.2.2 Reglizing Input Resclution

In the system, input resolution i1s realized by repeating the
U-Join operation. A U-joln operation between the first attribute
of the PR and the second attribute of the TR makes one step of
input resolution and generates tupies which contain resclvents in

the second attribute. Figure 4(b) shows an example.
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If TRy is the relation which econtalns the original goal
clause, then a U-jein between the FR and TRp generates a
relation with new resolvents, TR;. In general, a U-join between
the PR and TR, generates a relation, TRp4i-

If the value of the second attribute of a tupla in TRpq-is egual

to 'nil’', this indicates that the original goal clause becomes =a
seguence of ground clauses and that the value of the flirst
attribute is the answer to be returned. A restrict operatlon
is used to pick up these tuples.

The input resclution ends when the U-join operaticn between
the PR and TR, generates no tuples.

Note that the above method, 1like an cordinary Proleog system,
has the disadvantage that 1t is possible to get into an infinite
loop Aif the definite clauses contain a tautology. However,
that can be prevented by checking whether the newly created TR.q
is contained in the union of TRg, TR; and TRp. Since definite
clauses without a tautology were used in the simulation study,
the above method was adopted.

5.3 Basic Considerations for Parallel Processing of U-joln

This sectlion gives some basic considerations about parallel
processing of a U-join operation in order to explain the contral
strategy in the system.

Let us consider a U-join operation between relatiens R and =.
If R, to Ry are the partitions of relation R, and $; %o S, are
those of relation S, then the following equation holds:

m n
Rws = 7o I, Ry%Sy (1)
i=1 j=1
Therefore, a U-join operation can be executed in parallel by

assigning all the Rji 5S4 operations to each VE.
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Let F(r.s,t) be the execution time for a UE to execute a U-join
operation between a part of relation R and that of relation S,
Here, parameters r and s are the size of the portions and
parameter t 1s the size of the result. Then as a flrst

approximation, F(r,s,t} can be given by formula (2).

Flr,s.t) = a*{r+s) + b*t + c*r*s {2)
Here, parameters a and b are almost independent from the
characteristics of the relations. Howaver, parameter c depends

on how many tuple pairs generated by the pair generator of the UE
are actually unifiable. Parameter c is called the antiselectivity
ratio.

Basic inequation (23) heolds, which shows that partitioning a

U-join operation takes time unless the number of UEs increases.
F(ry+rp,s,ti+ts) < F(ry.s,t;) + Firg.s.tp) {3)

Now let us consider the execution time of the U-join operation

between R and § relations in parallel. This is given by E in the
inequations in (4), where

ry = size of Ry r
53
tij = gize of the result of the t

i

summation of ry

]
|

size of Ej summation of S5

summation of tij
U-join between R; and sj

k = number of UEs

m n
E = 3. 2. Flrj.sj. tiqh/k (4a)
i=1 j=1 The equation holds when every
F:rifsj-'tij] becomes the same.
= (a*(n*r+m*s) + b*t + c*r*s)/k (4b)
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= t?a'ﬂjm*n*r*s + b*t + c*r*s}/k {4c)

The eguation holds when n*r=m*s.

b= aﬁJr'ﬁ/ﬁk + [b*t+c*r*s)/k {ad)

The eguation holds when m*n = k.

For ineguation (4d), note that the product of m and n must be
greater than k in order to use all the UEs.
tell us the following facts.

{a) To minimize the execution time, m should be h[EI;};_and n be
{b} Since the exact execution time of a U-join operation can
be estimated before its execution,

These inequations

not
it seems reasonable to make
all r; egual and all sy egual.

{e) {(a) and (b) suggest that all r; and 83 chould be made egual
to Jr*s/k.

(d) The execution time is not inversely propertional to k

because of the first term in the formula (44d}.

Fact (c) suggests that relations should be

ding to their size and the number of UEs.
what we

partitioned accor-

Therefore, we adopt
call the MP (Multiple Pages at a time) methed. In the MP

method, the page size is set relatively small and a U-jolin

regquest between multiple pages of a relation and

of another relation is assigned to a UE.

multiple pages

However, there are database machines which hold relations
a page basis and assign to an engine

on
a join reguest between
one page of a relation and one page of another. We call this the

SP  (Single Page at a time) method. section 4 will show that
the MP method is almost always better than the SP method.

2.4 Cantrol Model for Parallel Execution of Input Resclution
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2.4.1 Management of Temporary Relations

There are two alternatives concerning the

management of
multiple wversions of temporary

relations (TRp). One is to

subscript n, and the other
is te ignore the subscript and treat them

keep them separately according to

as one relation. The
first has the advantage of controlling the depth

of inference,
while in the second, the

performance improves because

U-join
operations can be made over two large relations (c.f.

inegquation
{2}). In the simulation study, we aim at

better performance
and select the second alternative.

2.4.2 Parallel Execution of an Input Resoclution

Section 2.3 discussed the parallel

gpperatien 4in a static environment.

processing of a U-=join

This section discusses the
parallel processing of input resolution,

factors.

involving time-dependent

During input resoclution, the control processor of the system

does the followling jobs many times: generating U-jolin reguests
between parts of the PR and TR, assigning these regquests to UEs,

attaching the resulting pages to the TR, releasing a page of the

TR when all the reguests concerning it are completed. Therefore,
the constituent pages of the TR wvary as input resolution
pProgresses.

The contrel model of the SP method, as illustrated in figure 5,
does not contain significant alternative cholces because the
generation of U-join reguests does not contain any time-dependent
factors.

On the other hand, the control model of the MP method contains
alternatives since the reguest generation depends on two time-
dependent factors: the size of TR and the number of UEs. In the
control model illustrated in figure &, output pages are first

LU
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stored in a page pool. The control processor is able to generate
U-join requests between the pages within the pool and PR whenever
it wants to. The regquests are stored in the reguest gueue before
being assigned to a UE. The remainder of this section introduces

two parameters which describe the freedom within the MP method.

2.4.3 Number of U-join Requests to be Generated

In the course of input resolution, the activation of UEs is not
completely synchronized; they are not necessarily invoked at
the same time and they do not stop at the same time. Therefore,
in generating U-join requests between the PR and TR, there 1s
room to consider how many UEs are available at the moment, in
other words, how many reguests should be generated.

I1f UEfree is the number of currently free UEs and UEtotal is
the number of UEs in the system, it seems reasonable to choose
the number of regquests to be generated from UEfree to UEtotal.
Therefore, a parameter 'p' is introduced so that the number of
requests is calculated Dby the formula, max{UEfree, p*UEtotal).
This parameter is called the partitioning factor.

2.4.4 Timing of Reguest Generation

In the MP method, the timing of generating U-join reguests also
affects the execution time. If the system postpones generating
new U-jioin requests between the PR and the contents in the page
peol, the page pocl may have more pages when new reguests are
generated. This leads to higher performance unless the working-
ratio of UEs decreases. Nate that the accumulated contents of
the TR in the course of input rescolution do not wary whatever
control strategy 1s adopted. Therefore, 1o achieve high perfor-

mance, the system must not generate new requests until the
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requests generated before and stored in the reguest gueue

exhausted. It is possibly better that
generating regquests

are

the system posipones

until a certain number of UEs hecome free.

In the simulation study, a parameter 'wt' is intreduced so that

the system postpones the reguest

generation until all the
following conditions hold:

(1) UEfree becomes greater than or equal to wt*UEtotal.
{2) There 1s no reguest in the request gueue,

{3) There is at least one page in the page pool.
This parameter is called the walting-ratio.

3 Simulation Methodology

4,1 Simulator Overview

The simulator is an ordinary single task program which runs
a conventional computer. It has a

activity of a UE at the

on
module which simulates the

register transfer level and a scheduling

module which reflects parallel processing by UEs based on the

control model described in 2.4.

The simulator is executed every time the parameters within the

KBM model are modified, since the order of operation terminations

of UEs significantly affects the generation of subseguent

requests and their assignments to UEs. This

gives reliable
results except that the KBM model does not

account for overhead time due to the contrel processor.

3,2 Measures for Evaluation

To compare alternatives within the KBM model, the measures

listed below are selected:
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{a} Execution Time (Et)

This is the time elapsed in executing an
in parallel.

(b} Page Loading Factor (Ld)

input resolution

This is an average over output pages which shows how much the
the pages are Jloaded with resultant tuples. There is an
alternative measure: the maximum number of pages used during
input resolution. However, this number depends on how pages
are allocated to UEs. That is, 4in the system where a UE 1Iis
allocated pages for output at every invocation, the higher the
number of UEs, the more pages the system consumes even if the
contrel model does not vary.

[c) Perfermance Stability (Ps)
This shows to what extent the system exhibits stable performan-

ce over variance of the tuple size or other system parameters,

3.3 Sample Problems Used in the Simulation Study

3.3.1 Ancestor Problem

Finding all the ancestors of a certaln person in a collection

of parent-child relationships (ancestor problem} is a typical

inference problem. A computer—-generated family ftree bhased on a
simple model of human life cycle 1s used. As shown
the PR consists of 1800 relationships

in figure 7,

among persone and several

related rules. This problem has the following characteristics:

{a} The tuple size of the TR is small (44 or &0 byites}).

(b} The size of the PR (64 Kbytes] is large compared with that
of the TR (38 EKbytes].

(¢} Since the pair generator of the UE generates only pairs of

tuples which are exactly unifiable, the antiselectivity ratle

in formula (2} is 0.
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3.32.2 Eight-gueen Problem

The eight-gqueen problem is alse freguently used to evaluate the

performance of inference machines. In the simulation study, we

use not an ordinary set of rules but a set of nine complicated

rules, each of which has twenty-five variables on the left side.
The problem has the following characteristics:

(a) The tuple size of the TR is large (from 188 to 220 bytes).
(b} The size of the PR (2 Kbytes) is very

small compared with
that of the TR (386 Kbytes).

(c) Since each tuple has a simllar form, the palr generator of

the UE generates almost all tuple combinations. Less than one

seventh of these are exactly unifiable,
selectivity ratio is large.

Therefore, the anti-

The differences between the sample problems are listed bhelow.

Ancestor g-gueen
Tuple Size of TR 44 - 60 bytes 188 = 220 bytes
__________________________ TR SR
PR Size 64 Ebytes 2 KEbytes
TR Size (Accumulated) 36 HKbytes 386 Kbytes
NHo. of Inference Steps 16 10
Antiselectivity ratio 0 Large

Figure B Comparlson of the Sample Problems

14
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4 Results and Discussion

4.1 SP versus MP

Here, the SP and MP method are compared. For the parameters

of the MP method, the partitioning factor is 1 and the

waiting-
ratio is 1/UEtotal,

which was adegquate for our measures.
Figure 9 shows the relationship between UEtotal and the time to

execute the ancestor problem. For the SP method it shows that:

{s1) If the page size 1is small,

the execution time becomes large
when UEtotal is small.

This is because too many small U=-join
requests are generated.

(s2) If the page slze Iis large, the execution time does not
decrease when UEtotal increases. This is
of regquests generated

because the number

during the input resclution remains so
small that the working-ratiec of UEs becomes small.

For the MP method, it shows that:
{mi) The page size does not affect the execution time much.

As a whole, the figure shows that the MP nethed is superior to
the SP method for measures (Et) and (Ps).

Figure 10 shows the relationship between UEtotal and the page

loading factor in executing the ancestor problem.
For the SP method, it shows that:

{s3) The page loading factor does not
of UEs increases.

vary when the number

{s4) The page loading factor for a b4 Kbyte page is smaller

+han those for 4 and 16 EKbyte pages. This 1is because the

probability of generating resultant tuples varies
to the parts of the relations.

For the MP method, 1t shows that:

according

{m3) The page leocading factor becomes lower when the number af
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UEs increases, because each U-join reguest, partitioned into
smaller pleces, generates smaller number of resultant tuples.
{m4) The page loading factor at a certain number of UEs decreases,
when the page size grows, because the small page size means
that the unit of space for holding resultant tuples is also

small.

As a whole, the figure shows that the MF method is superior to
the SP method for measures [(Ld) and (Ps).

Figure 11 and 12 show the results of the eight-gueen problem.
They also show that the MP method is superior to the SP method,
but the degree of superiority is small.

(s5) Unlike the ancestor problem, even when the number of UEs is
small, the execution time in the SP method does not increase
much. This is chiefly because both sides of ineguation (3}
become almost the same value since the antiselectivity ratio
is large.

(s6) The page loading factor in the SP method becomes larger
than in the ancestor problem, because the eight-gueen problem

generates a large number of resultant tuples compared with the
ancestor problem.

For the MP method, flgure 12 shows that:
(m6) Unlike the ancestor problem, a small page size does not
always mean a high page loading factor. Thig is because the
tuple size is close to the page size; i.e., 512 byte page can

hold only +two tuples and about 20 percent of the page size
remains unused.

4.2 Details of the MP Method

4.2.1 Effects of the Partitioning Factor

16 —
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The partitioning factor determines the number of U-join re-

gquests generated at one time. If the parameter is 0, the system

tries to generate as many reguests as UEfree. ITf it is 1, the
system tries to generate as many requests as UEtotal.

When the parameter is 0, the system performance is not stable.

The reason is suggested by figure 13, which shows a

sample
history of activities of UEs in that case.

It sometimes occcurres
that only a small number of UEs are processing U-jolin reguests
for a long time and the other UEs are just idling.
Further simulation study found that the system shows
stable performance for both problems when the

between 0.8 and 1.0.

good and

parameter is

4.2.2 Effects of the Walting-ratio

The waiting-ratio is used to trigger the generation of new
U-join reguests. This section discusses the effects
parameter when the partitioning factor is egual to 1.

If the walting-ratio is low,

of this

the system generates new U-join
reguests as soon as a small number of UEs become free. Therefore,
the working-ratio of UEs becomes larger than that when the

walting-ratio is high. However, +the system has to generate

U-join reguests more times since each reguest generation consumes
a smaller part cof the TR.

For the eight-gueen problem, the performance when the waiting-
ratic dis 1/UEtoctal is 10% fo

working-ratic is 1. This is

20% better than that when the
because the PR size is very small
and the antiselectivity ratio is large. Therefore, increase in
the freguency of reguest generation 1s of little importance.

For the ancestor problem, if UEtotal is less than a

threshold, the walting-ratio should be 1.

certain

Thi=z is because the FR

size is large and the antiselectivity ratioc is 0. However, if

the UEtotal exceeds the threshold, the waiting-ratio should be
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1/UEtotal, because the high working-ratio of UEs becomes more
important.

4.2.3 Relationship between UEtotal and Ferformance

Figure 14 shows the relationship between UEtotal and perfor-
mance of both problems. Here the partitiening factor is 1,
the waiting-ratio 1s 1/UEtotal, and the page size is 1 Kbyte.
The figure shows that the performance improvement of the ancestor
problem i1s smaller than that of the eight-gueen problem.

This is because:

(1) In the ancestor problem, the low antiselectivity ratic (= 0)
causes higher costs of partitioning of a U-join operation than
in the eight-gueen problem.

(2} In the ancestor problem, the PR size is large. Therefore, the
increase in the frequency of reguest generation obstructs the

performance improvement more than in the eight-gueen problem.

4.3 Discussions on KEBM Architecture

4.3.1 Use of MPPM

This section discusses how much of the potential data transfer
capability of +the MPPM 1s wused during input resclution. &

new measure, port utilization ratio, is introduced and defined
as follows:

the actual size of transferred data through a port

the execution time * data transfer capabkility of a port

Figure 15 summarizes the port utilization ratio in both problems.
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Figure 15 FPort Utilization Ratio of the MPPM

The figure shows that although the port utilization ratio of a
certain port varies widely, the average over three ports of a UE
is stable. The port utilization ratio seems rather low. However,
simulation shows that the port utilization ratlo becomes ahbout
40% in the ancestor problem and about 30% in the eight-gueen
problem by assigning only one port to each UE. In this case,
the performance will become E% to 20% smaller, assuming that
UEtotalis egual and that the MPPM has only one third of the

ports
as in the current architecture model.
4.3.2 Towards Processing a Large Number of Definite Clauses
Since a knowledge base machine is expected to have enough power
for problems with a large number of definite clauses, it is hoped
that the system performance does not depend much on the number of

definite clauses. From this point of view,
with the MPFM

though such a system
shared among processors and disk devices seems to

have a potential capability, it has a problem in that the

execution time is proporticnal to the number of definite clauses.

It comes from the processing algerithm of UE. We are currently

— 148
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conducting research inte an efficient U-join algerithm based on

the clustering of terms.

& Conclusions

A simulation study of a knowledge base machine architecture
and its control strategies wss reported. For the control
strategy, the MP method was proposed and found tec be superior
to a conventional method for both the execution time and the page
loading factor,

For hardware architecture, although the potential data transfer
capability of the MPPM is not fully used, it can be resolved by
assigning only one port to each UE. We are currently conducting
research Intoc an efficient unification Jjoin algorithm based
on the clustering of terms.
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