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ABSTRACT

The Japanese grammatical constraints on modifications using the lezy
evaluation mechanism, and ils analysis are presented. Lazy cvaluation
programming cnables us to write complicated constraints on grammatical
modifying relations (MRs) simply and statically, and to deal with the
ambiguity of MRs explicitly. This papor describes simple methods which
analyzes the MRs using constraint facilities of the logic pregramming
language, ClL.

This analysis has Lhree stages,

Inthe first stage, sentences erc segmented into a sequence of phrases and
analyzed asa right-branching structure. In this slage, no ambiguity existis,

In the sceond stage, besed on the right-branching structure, MRs hetween
phrascs are analyzed in unification-based construction mechanism. In this
slage, syntactic and semantic features are uszed to reduce the ambiguities af
MRs. All of the MRs are represented as three kinds of logica) values:0
imodifies), 1 (docs not modily), and Unbound {medifics or does not medifv)

In the last stage, contexlual analysis is carried out and contextual
information is used to disambiguate ambiguous MRs.

1. Introduction

Thie paper proposcs one kind of constraint programming approach [Dincbas B8] to analyzing amblguity in
complicated Japanese grammatical modifying relations (MIis). MRs means a relation- ship in which one phrase
modifies other phrases in a sentence [Hashimolo B0 Watlanabe B1], The complexity of Japanese scntence
analysis comes from the ambiguity of MRs [Dzeki 86], The traditional approach to this ambiguily depends on
the heuristics applied in sentence analysis [Nahamura 86 Tzufii 84]. These heuristics are applied to reduce the
ambiguity basically in twe- valued logic, and there is no roem 1o represent ambiguity explicitly. The main
{eature of this analysis is the treatment of MHs using threc kinds of logical values: bound value (1), bound value
(1), and unbound value {Unboundl. In this framewark, ambiguity is expressed explicitly az Unhound. The
constraint programining on MRs enables us to handle  these ambiguities in the proper stage in enntextual
analysis [Grotz 868)

Section 2 describes the grammatical structure of a Japanese sentence and various kind of constraints on MKRs.

Seetion 3 refers Lo, the former approaches [Nakamurs 86] based on the heuristies for the disambiguations of
MIts, and discusses the basie problems of those approaches

Section 4 cutlines the programming langunuepes, CIL [Mukai £5], and deseribes iis constraint programming
aspects,

Section 5 cutlines the simple framework for semantic analysis based on the Situation Theory |Barwise
B8)[Barwise 83).

Section 6 deseribes the mechuni=m for analyzing the MMs of Jnrpanese sentences using the lazy evaluation
programming framework.

Scetion 6.1 describes the analysis of the right-branching phrase structure of a Japanese sentence as the
first stage of MR anaiysis. There is no discussion on whether Japanese is  right branching {Gunji 87] or left



branching [Kune 73] because of the space limitation. The first stage of this analysis does not generate a
ambiguities and right-branching structure is passed to the second stage of the analysis.

Seetion 6,2 gives syntactic and semantic analysis of ene sentence as the second stage of MR analysis. First,
constraints on all kinds of MRs according to the right-branching phrase structure are set up. In this stage,
unification mechanism constructs the syntactic and semantic structure and reduces ambiguity of MRs. A
special feature of this stage is that no heuristics are applied to reduce the ambiguity of MRs. 1T there are still any
ambiguities in MRs. They are left as unbound logical values.

Section 6,3 represents the contextual analysis. 1l gives some examples and discusses the featute direction
towards disambiguation with contextunl information. There are many kinds of open problems in this stage
which are beyond our research ability. They will be studicd in the feature.

2. Modifications in Japanese Sentences

Unlike European languages, which are based on phrase structure, Japanese sentence has a dependency
structure among its constituents [Nitta 86]. A Japanese sentence can be segmented into a set of special
grammatical phrases (called 'bunsetu’ in Japanese). This papers, uses the term '"PHRASE' to mean Japanese
unsetsu’. A PHRASE consists of some words and can be regarded as a minimal semantic element Lo present
various kinds of case in a sentence, Any PHRASE has a dependent relation with other PHRASEs, more exactly,
modifying relations (MHs). The inside structures of the PHRASE have been well studied in Japanese linguistics
[Hashimoto 80)[Mizutani 83[Watanabe 21]{Tokieda 41], so details are not given here. Section 2.1 deseribes the
grammatical structure of a Japancse sentence. Section 2.2 describes the various kinds of constraints on MRs.

2.1. Grammatical Structure of a Japanese Sentence
The syntactic structure of a Japaness sentence is as follows:

< sentence > - < phrases >

< phrases > -2 <phrase> <endmark>

<phrases > -l < phrase> <phrases>

< phrase> - <jiritsuge> < fuzokubua >

<jiriteugo > - <NOUN> | <VERB> | <ADJECTIVE> | <ADVERE> | ...

< fuzokubu > -2 <fuzokugo > | <fuzokugo> <fuzokubu>

< fuzokugo > - <nil> | <POSTPOSTION > | <AUXILIARY-VERB> | ..
The following are examples of PHRASESs:

kinou: yesterday

Tare ga: A hay "Taro” with syniactic agent ease marker "ga”

houkoku__suru: A verb "to report"

The grammutical structure of a Japanese sentence is represented as a dependency strueture which is a set of
MRs between two PHRASEs. Fig.2 1 is an example of a dependency structure for "Hen ga utsu kusii Noomi wo aisu
{Ken loves beautiful Naomil.' In this example, both the nominative PIIRASE ('"Hen ga") and the accusulive

PHRASE ("Naomi wo'} modify the predicative PHRASE('aisu"). And adjective PHRASE modifies the substantive
PITRASE ('Waomi wa". The arrows represents thoese MRs,

| B BN 3 ]
Ken ga utzukusii | naomi wo alsuruy

NOM beautiful ACC loves

"Ken loves beautiful Naomi.'

Fig. 2.1.
2.2 Constraints on MRs
There are many levels of constraints on MIs,
(1) Universal Constraints on MRs

UC1) Repardless of its grammatical nature, any PITRASE except the last one should modify at least
anePHRASE which appears in the remainder,



UC2) The last PHRASE modifies no PHRASEs.
UC3 Ko two MRz should eross each ather.

(2 Syntactic Constraints on MIs
SynC1) A PHRASE whese last word is postposition "ga" modifies a predicativePHRASE. For example,
in Fig 2.1, 'Ken ga' cannol modify "Naomi weo'.
SynC2) A PHRASE consists of an adjective that modifies 2 substantive PHRASE. For example, in
Fig 2.1, 'utsukusii’ cannot modify "aisu’.

(31 Semantic Constraints on MREs

This type of constraintseorresponds to a consistency checking of semantic features in ordinary natural language
processing systems. The following iz an example of a semantic constraint.

SemC1) A non-animate nominative PHRASE cannot modify an emotional predicative PHRASE, Fig. 2.2
shows this example.

‘ Konpyu-ta ga nageku

Computer NOM grieves "*The Computer grieves.”

Fig. 2.2 Semantically lllegal Sentence

The process of the syntax and semantic analysis of a Japanese sentence is tu compute the dependency
strocture of an input sentence applying the constraints on MRs

3. Ambiguities of MRs

As a result of syntax and semantie analysis applying the constraints, ambiguities of the MRs usually
remain, i.e. there arc several possible dependency structures {or interpretations). Besides, the scramblings arul
eliipses make the trestment of ambiguities more diffieult,

For example, Taro ga Hanako ni houkoku__suru koto wo vakusoku__suru' ("Tare promises Hanako to
report something.,) can be segmented into the lallowing five PHRASES,

(3.1) |Taroga LHanaknni Houkoku suru | | koto wo Yakuﬁnkusu;u—i

Taro NOM Hanako Dat to report event ACC  to promise

{3.1)is an ambiguous sentence. Even after applyving syntactie and soemantic constraints, the following five
dependoncy structures s1ill remain.

[Tare ga ] [Hanaku ni lInu]-mim SUrG koto wo yakusoku suru

Promise{taro hanako,report(Agent,hanako,Something))

In ordinary natural language processing svstems such &z machine translotion systems, the disambiguation
of the MRs is performed applying many heurislics within one sentence analysis to delermine only one
interpretation. This often generates wrong interpretations, Disambiguutions should be done using 'eontextual’
information in contextual analysis, and syniux and semantic analyzis modules should pess the feasible ambigaity
structure to the contextual analysie. Section 6 deseribes this non-heuristic method.
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Taro ga 1 Hanako ni Houkoku suru] koto wo yakusoku suﬂ

Promise(Taro,Hanako,report(Agentl,Agent2 Something))

Taro ga Hanako ni Houkoku suru koto wo Iiakusoku suru |

Promise{Taro,Agent], report(Taro, Hanako Something))

Taro ga Hanal;;:rni I Houlioku suru | Ilmm WD-J }rai-tusn!-zu BUrl

Promise(Taro,Agent] report{Agent2 Hanako,Something))

e !

Taro ga Hanako ni Houkoku suru koto wo yakusoku suru

-

Promise(Agentl,Agent2 report(Taro,Hanako Something))

4. CIL

Before going into the representation of mechunism fur analysing the MRs, O11 which is used to realize the
lazy evaluation programming is described. Syntactic and semantic notations are alse deseribed using CIL,
Aceurate aceounts of CIL can be found in [Mukai 835]. Hereonly the part needed to understand the lazy
evaluation programming and syvntactic and semantic netation is deseribed,

CIL (Complex Indeterminate Language) can be represented by the following formula,

CIL = Prolog
+ Partially Specified Term
+ Freeze
= Prolog + Frame + Freeze.

CIL has a unique data structure called "partially specified term (PSTL" A theoretical study uvn completensss
and soundness of PST has already been completed [Mukai 88], but ne details are given here. This data structure
ean be regarded as a frame and represented as in the following example.

(1) term{{a/ X2, b YN -X =Y.
(2} = term(Z),al2 = abe,blZ = abe.
yes.

Formula (1) is the specification of the data type and can be used in formula {2} "a/X" means assign value X
io slot "a™., "?" denotes the freeze mechanism attached to logical variable X So, "X = ¥" in (1) will not be
evaluated until X and Y are bound to some values. [T this condition is not satisfied, the unification "X = Y"in



i(2) will fail when X and Y set their values. Formula (2} utilizes the complex indeterminate and unifies "abc™ to
cach slot value,

5. Semantic Framework Based on the Situation Theory
Eefore going into explanation of examples, semantie framework ig defined based on the Situation Theory
{Barwisc 86]. The framework for semanties needs to be studied more deeply, s0 this framework is probably not the
last version. This section shows just encugh frameweorks 1o undersiand the frame- work in section 6. [Mukai 87]
gives wore details of this framework. Section 6 describes the relationship between this framework and syntactic
framework. The definition of the framework is given below. For notaitonal eonvention, single ™" is used in a line
to represent repetition. Signs with brackets < > are terminelogy in the Situation Theory.
5.1) <soa> = <state of affairs>
5.2) <state of affairs> ==
{sort/sos,
rel/<relation>,
pol/ < pelarity =,
< argument place name>/<ohjecl>,

< argument place name >/<object>

}
5.3) <relation> =
{sort/relation,
name/-<ground term as name>>,
args/{ <argument place name>/<property >,

< argument place name >/< property >}
5.4) <property> =

{surt/property,
rel/<relational expression>|}.
5.5) <rclational expression> 1= <ground term>

| <term > ™" < predicate as condition >
5.6) <polarity> = 0}1| UNBOUND.
5.7) <object™> = <lsoa>> | <parameter> | < conditioned parameters>
5.8) <parameter> 1=

{sert/parm,

pname/ < string >,

ane/ <object >,

property/ < property =}
5.9) <conditioned parameters> =

{sort/cp,

anc/ < anchor=>,

pl[ < parameter >, NB) pl means parameter list

< parameter =],
cond/<soa>>}
5.10) <anchor> = [ <parameter> "'=" <object>,

< paramecter > '=" <object>]

B 1Y indicules thol <soa > means a state of affairs in Situation Theory,

5.2) shows the structure of <soa>. <soa> iz consirucied from one indicator and four kinds of constituents,
"sort/soa” is a indicator, and indicates the type of this objeet. "rel/<relation™" represents the relution of this
<sou >, "pol/=tpolarily =" indicates polarity  of this <s00>. "<argument place name>/<object>" indieates
arguments of <soa >, The number of arguments is ideally 1o infinity .

5.3) represents the structure of <velation>. <relation> is constructed from one indicator and twao kinds of
slote, "zort/relation” indicates the type of this object, "name/<ground lerm a8 name>" represents the name of



<relation>_ In the Si:.ual,inn"r‘hnnry, the name cannot be structurized. “args/.” represents restriction of
arguments in <soa™. "<argument place name>" corresponds to "<argument place name>" in <soa>.
" <property =" represents the restriction for the <object > at <arpument place name> in <soa>,

5.4} indieates < properly ™ as a restriction for <object> at <argument place name> in <sca>.
< property > has its indicator <sorl/property>, and <rel/.> as a restriction.

5.5) represents the restriction. Restriction can be coded as the general term <term > or a term with condition
<ierm=>: <predicate as condition >, This condition ean be lazy evaluated.

5.6) indicales polarity Situation Theory does not use UNBOUND, In this framework, UNBOUNLD is used Lo
reprezent some contextual constraint in lazy evaluaiion mechanism.

5.7) indicates < ohject > which should be placed on the argument pluce of <Isen =,

5.8) represents the structure of <parameter > which can be placed on the argument place of <epa>.
< parameter > is one kind of minimum data in semantic analysis. <parameter> has one indicator, "sort/parm”,
and three kind of constitvents. "pname/=<{string =" i the name of a parameter. <parameter> has anchor as
“anc/<object =". There should be some kind of ambiguity when anchering <parameter> to some <object> in
context unulysis especially in dizecurse analysis.

5.9) represents < conditioned parameters>. <conditioned parameters> has the indicator, "sort/parm”, and
three kinds of constituents. <conditioned parameters> gets some <parameter>s in <sca> together, Then,
"anc/ <anchor>" indicates the correspendence belween <parameter > and <object>. "pl/[..]" indicates
< parameter >s in <lsoa>> which are indicated by "cond/ < soa>",

6. Modifving Relations (MRs) in Japanese Sentences

This section presents MARs in Japanese sentences. First, the basic framework whlch realizes constrainis on
MRs using the lazy evaluation mechanism are represented.

To realize grammatical constraints on MREs, o tuble (MRT) in which MRs are represented as matrix
elements i= used. This table resembles the well-formed table which is utilized in Earley's algorithm [Earley 70].
Fig.8.11s an example of this lable.

1 ju 0|1 U

U (v jo

3 1 0

4 11

-Fig6.1- 5

In Fig 6.1, numbers from 1 to 5 indicate the number of the line and ecolumn. "U" indieates UNBOUND of
MRs. "1" indicates a connected link and "0" indicates that there is ne chanee to conneet the link. For example, "1"
on MRT{1,4) (line 1, column 4) indicates that the PHRASE at position 1 connected to the PHRASE at position 4.
MRT{4,5) always becomes 1" because of constraint UC2) in 2.2

In the first stage of analvsis, the initial value of every element in MRT iz UNBOUND and attached Lo
grammalical constraints using the lazy evaluation mechanizm. This section describes only the execution
mechanism using lazy evaluation mechanism for UCL) UC2) UCE). Appendix gives details of the programming
method and the whole program used to attatch constraints.

When constraints on MRs are set, MRT(4.5) becomes 1" automatically as shown in Fig 6.2,

IF MRTI1,4) becomes 1 because of UCH, then MRTIZ,5) and MRETI3,5) become 0 as shown in Fig 6.3, Then,
because of UC2), PHRASE 3 should modify at least one phrase and there remains only PHRASE 4 to modily, so
MRT(3,4) becomes"1" as shown in Fig 6.1.

UCH and UC2) are related to each other, and these relationships are progrommmed using MRT. In the
analysis of one sentonce, 1" or "0" is set to "U™ and the ambiguity of MU is reduced.

6.1. Analysis of Right-branching Ihrase Struciure
Section 2.1.has already represented the basic phrase structure rules. Using such a rule, right-branching
phraze struclure are constrocled as shown in Fig 6.4
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-Fig.6.2- 5 -Fig. 6.3- 5
SENTENCE — -Fig.6.4.-

PHRASES ——
FHRASES —
r PHRASES
PHRASE PHRASE PHRASE PHREASE FPHRASE
Taro ga Hanako ni Houkoku surn J koto wo yakusoku suru

Thiz analysis does not cover MRs. MHs are set in syntactic and semantic analysis,

6.2. Syntactic and Semantic Analysis

In the first stage of syntactic and semantic analysis, MRT is madc corresponding to right-branching
phrase structure. Grammatieal constraints UC1), UCZ), and UC3) are set up in MRT using the lazy cvaluation
mechanism.

For the syntactie rules, a simple mechanism is set to check whether one PITRASE can modily another
PIHRRASE.

The ordinary main part of the PHRASE <jiritsugo> which was represented in 2.1, is classified into two
kinds of features such as indeclinable parts of speech (IDPS) and deelinable parts of speech {DPS). For example,
noun is classified as indeclinable part of speech, and verb, adicetive, and adverb are clagsified as declinable parts
of specch.

< fuzokugo> in the PHRASE can be classified as a modifying feature of indeclinable parts of speech or a
modifying feature of declinable parts of speech.

Using these features, MRs can be easily restricted as shown in the followig example.

SENTENCE: |Taroga | |Hanako ni Houkoku surn koto wo Yakusoku suru

PHRASE No.: 1 2 3 4 5
MRT:
1 v ju |1 U
2 |u u 0
3 1 1]
4 |1
5




‘PHRASE <jiritsugo> <fuzokugo >

Taro ga IDPS DPS

Hanako ni IDPS DpPs

houkoku__suru DPS IDPS

koto wo IDPS DFS

vakusoku_ suru DF:s none
-Fig.6.5-

Using the syntactic modifying feature of <fuzokubu> in PITRASE and the feature of <jiritsuge =, "0" is set
te MRT. If the PHRASE can modifly more than two PHEASE: | the element of MKT remains as UNBOUND,

Tegether with the syntactic analysis shown in Fig.6.5, semantic enalysis is carried out, If there iz still
ambiguity after applying the syntactic rules of MRs, the relationship between the semantic decriptions of
PHRASES is cheeked. This check is based on SemC1) in section 2.2.(3). For example, in Fig 6.5, the semantic
checking mechanizm is used to reduce ambiguity in MET(2,5) like following as shown in the following example
Fig 6.6

rellemotionalhumant: X property = A
object/B# {sort/property,

relfsoa): Yiproperty =B (POINT B)
partner/C# {sortfproperty, (POINT C)
relfemotional’human}):Zlproperty =C

}
apentX ohject’Y partner/Z}

PHRASE | gamantics
hanako ni | {sort/parm,
| pamchanako,
| anc/UNBOUND,
| properivii sortiproperty,
| relfemotionallhuman!girl}
| }
I
vakusoku__suru | {sortisoa,
| rel/{sortirelation,
| naméfyakusoku__surn, (promise)
| args/ agent/A#{ sort/property, (POINT A)
I
I
I
I
I
I
I

-Fig. 6.5.-

To cheek semanties, the properties of each PHRASE in (POINT A), (POINT B), and (POINT C) are unified.
In "rel/” part of property, is__a relations are represented using a kind of inheritance mechanism. In this
example, ambiguities in MRT cannet be reduced, so the result of analysisis passed Lo the contextual analysis.

6.3. Contextual Analysis on MRs

Before describing eonlextual anaiysis, Lhe terminology for ambiguity and vagueness most be rearranged.
Japanese sentence has ellipsis in which PHAEASE indicating agent or object can be omitted For example, the
following sentence is a complete Japanese sentence.

Hanako__ni yakusoku__sita, (Someone promised Hanako something)
In this case, the agent and object are vague. Vague menas that something is not described. In MRs, there are

many allernative solutions and there is o need to think of any PHREASE which was not described, In this case,
MRs are "ambiguous®,



So, even if all ambiguities in MRT are solved, some vagueness may remain in semantics.  For example,
there are two ambiguities in the following MRET.

SENTENCE: |[Taroga l iHanakn ni Houkoku suru lknm wﬂJ Yakusoku suru

PHRASE No.: 1 2 3 4 5
1 (o |1 |o |o
2 1 ] a
3 1 0
4 11
MET —
]

Semantic Interpretation: (details are omitted}

{sort/soa,
rel/vakusoku_ suru (promise),
agent/X partner/2
object/{sort/soa, rel/lhoukoku__suru (report)
agent/taro, vbject/'W, partner/V,loc/ UNBOUND}

-Fig.6.7.-

No ambiguity on MRs remained in Fig. 6.7, but there was etill vagueness about the agent and partner of
"aromise”, and the abject and partner of "report”.

(1) Reduction of Ambiguily on MRs

Sentences have seme structure [Grote 86), U disambiguate MRs, this paper proposes to utilize a structured
world with inference rules. If there are still ambiguities, after a sentence anulysis, they should represented as
shown in the following example. This example enrresponds to the ambiguity of MRs at MRT(1,3) in Fig. 6.5,

{sort/soa,pollUNBOUND,
relthoukoku__suru,(report}
agent/taro,
partner/UNEOUND,
olject/ UNBOUNIY}

-Fig. 6.8 -
A tipical feature of this interpretation is that pelarity remains as UNROUND.
Whither they are ambiguous or not, all the interpretations should be collected together in a structurized
world. If one phrase with some sentences has some coherent arguments, all interpretations should be in one world.
For example, if the following sentence exists uller analvzing the sentence in Fig, 6.5, the ambiguity in Fig.
6.8, can be gasily disumbigunied.

Yokujitsu Tare ha houkoku_ shita.
(Next day Tarc reported something to someone)
Interpretation:
{sort/soa,pel’l,
rel/houkeku  suru, (reported)

— O -



agenttaro,
partner/UNBOUND,
object/ UNBOUND}

This sentence has no ambiguity on MRs, but the partner and object are vague. Unifying this interpretation
and interpretation on Fig. 6.8, the ambiguity on MRe at MRT(1,3) in Fig.G.5. can be reduced. Tn this case, since
MRET(1,3) becomes T, MRT(Z,3) becomes 1 and MRT(2,5) becomes 0 automatically. Then, that partner is Hanako,
as shown below.

{sort/soa,pol/l,

rel/houkoku  suru, (reported)
agent/taro,

partner/hanako,

object UNBOUND}

As stated above, some kind of ambiguities can be solved easily by eollecting interpretations together,
However, there are still some difficult problems.
The following sentence is an example,

Shikashi Taro ha houkoku_ sinakatta.
(But Taro did not report something to someone)

Interpretation:

{sort/soa,pol/0,

rel/houkeku__suru, (reported)

agent'taro,

partner/UNBOUND,

object/ UNBOUND)

In thiz case, this interpretation cannot be unified with the interpretation in Fig. 6.8, There should be some
rules to maintain eohereney of interpretation.

Moreover, there is another kind of problem on anchering [Barwise and Perry 281] For example, when
someone says "Taro”, there should be many kind of persons to be anchored to "Tare”, To disambiguate this, some
fucusing mechanisms or analysis of topic will be effective [Sidner 83)[Hajicova 86).

Anaphora is alzo a kind of amhbiguitics. Some heuristics [Kamevama 84] can be used to anchor object to

pronouns. We are now researching some algorithms to solve this problem definitely but this research will appear
in the future,

(2) Vagueness

A tipical type of vagueness is ellipsis. Some kinds of vagueness can be solved in disambiguation of MRs,
such as that shown in the previous example on ambiguity. In a lext anelysis, some kind of vagucness should
be solved by maintaining eohereney of text structure. However, some phenomena, like such as zero anaphora is
still diffieult to solve.

7. Conclusion

As mentioned above, the approach 1o show ambigoity explicilly by lazy evaluation mechanism opens the
door to contextual analyvsis. Dasically, this approach is backtrack free, However, some study about phenomena
such as garden path sentences, should he done.

From the viewpoint of computer linguistics, backiracking is very expensive, So, the approach presented
in this paper will achieve high performance in execution. Human beings do not backtrack like computers
because there are very few people who can think without any materials such as a black- board. However, this
should be studied in the field of cognitive science in the future,

We are now researching rules to maintain coherency of discourse. Some other contextual aspects like
honorifies [Sugimura 86] should be taken into consideration when we design the whole model of discourse. We
beligve thatl the Situation Theory will be a2 powerful tool in butlding the model, This sheuld be studied throughly
in future rezearch.
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[Appendix]
Program for UC1,UC2,UC3 in CIL

cons_kakari(N,W) :- consk(1,N,W).
consk(N,N, W)
eonsk(S,N, W) ;- Temp is § + 1,jn(5,N,W),consk1(8,Temp,N,W),!,consk{Temp, N, W).
consk1{K,U,N, W) =11 = N,
consk1(K,U,N, W) :-k(N,K,U,W),Next is U + 1,!,consk1(K,Next,N, W).
jn(S,N,W) :-afters(S,N,A_List),!,kakeyo(S,A_List,A_List,Flag,W).
kakeyol ,00, , , }:+ &
kakeyo(S,[AL[A],_,W) :- WISIA = 1.
kakeyo(S,[A|R],A_List,Flag,W) :-

freewe(W!ISIA (pv(Flag, ((W!SIA = 0,

get_rest(A,A List,A Rest),
kakeyo(S,A Rest,A Rest,FN,W)); true)))),l,kakeyo(S,R,A List,Flag,W).

get_rest{A,[ALTD -
get_rest{A,[AIRLR) - L
- get_rest(A,[B|RLIBIRR]) :- Lget rest{A,R,RR).
RN, E,U,W) :- Temp is K + 1,

{Temp==1U ;

inter{K,U,InLis), befores(K,Befllishalters{U,N,AltLis),
mkeons{W!K!U,BefLis,InLis, W), mkeons{W!K!U,InLis, AftLis, W)}

inter(K,U,InT.is} :-mk_¥is(K,U,InLis).
befores{K,BefLis) s-mbk_lis{0, K, Beflis).
afters(U,U,[l) == 1.
afters(U,N,AftLis) :-T is N + l,mk_lis.{[],‘l',i‘.ftLiSL
mk_num_list(U,N,Nlis) - !,mk_numl(1,U,N,Nlis).
mk numl{N,N,N,Ilj - 1.
mk_numi{N,U,N,|N]} - 1,
mk_numl{U,U,N,Nlis) :-Pn Iz U + 1,!,mk_numl{Pn,U,N,Nlis).
mk_numl(5,U,N,[S|R]) :-8n is § + 1,!,mk_numl{Sn,U,N,R).
mhk ls{K, 0,1 :-Tis K + 1,0 == T,
mk_lis(K,U,[KPIR]) - KP is K + 1,!,mk_lis{(KP,U,R).
mkeens( L[], , .
mkeons(_, ,[1, )
mkeons(F,InLis,OutLis, W) :-

freeze(F,(F = 1,set_zero(lnLis,OutLis, Witrue)).
set_zero(l], , ).
set_zero{[A|R),O,W) :-set_zerol(A,0,W),!,set_zero(R,0,W).
set_zerol(_,[],_).
set_zerol(A,[B|R], W) :-WIAIB = 0,!,5et zerol(A,R,W).



