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I INTHODUCTION

This paper proposes a Reductivu-based Parallel Inference Machine : PIM-R and describes the parallel
machine architecture of PIM-R and the evaluation using software simulators.

Currently there are several proposals for parallel inference machine architecture {(Moto-oka 84 ; Ito 84) and
predicate logic Janguages (Shapiro 83 ; Clark 84 ; Pereira §4). We have chosen Frolog and Coneurrent
Prolog (Shapire 83) as the target lauguages of PIM-I. These have been selested by ICOT as the base
languages for its Kernel Language version 1 (KL1{84)). The basic eperation of PIM-R consists of parallel
generation of new resolvents. PIM-R executes Prolog programs in OR parzllel sod Concurrent Preleg
programs in AND parallel. In PIM-R, if a process has multiple goals (the multiple goals, as a whole, are
cwlled the parert process), oniy the reducible goals, specified by variens operators, are copied and reduced.
Each resolvent generated coutaius a pointer to its parent process: the solution obtained is returned to the
parcol precess using the pointer. That is, PIM-R executes Prolog and Concurrent Prolog pregrams by
expanding and redueing a process tree. When the processing ends, the tree is logically deleted,
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2 PIM-R ARCHITECTURE

PIM-F uses the structure-copy method to increase the independence of individual processes and decrecae
she metwork traffic due to structure sharing. Tt also uses the only reducible goal copy metlod and a umgar
process-structuring method to decrease the amount of copring, and the number of packels passing througt
the petwork. PIM-R architecture features include the distributed shared memery for Concurrent Frelog,
~etwork nodes for eficient packet distribution, and a structure memory to store & part of the structured
data to reduce copving overbead. As shown in Figure 1, PIM-I basically conzists of Lwo types of modules,
an Inforence Module and a Structure Memory Module, besides networks connecting these modiles.

2.1 Inference Module (M)

Tihe Inference Module (Fig. 2) consists of two uanits: the Unification Unit (UU) and the Process Pool Vo
{FPU}.
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Fig. 2 Iaference Maodule Configuration
2.1.1 Unification Unit (LU}

{11 Cloanse Pool {CF)

The liuse Pool (CF} in each IM stores the same clauses. Each word in CP is 32 bits. The Clause
Fool consists of & Clause Defnition Group Management Bleck and a Clause Definition Block, The Clause
Defnition Group Mapagement Block stores the number of clauses in OR-relation, a pointer to the Clause
TieSnision Block where each clause is stored, and the data type of the first srgument of the head literal of

o elanse. The Claves Definition Block stores the definition of a clanse and consists of a header, a variabie
aren, & iieral header, a literal area, and a structure area (Fig. 3).

(LY Matecher and Unifier

The Matcher chooses unifiable clauses according to the data type of the first argument of the goal passed
from the Process Paol Unit, The Unifer stores the goal sent from the Matcher in the goal memory and 2
siauze copied from the CP in the clause memery, unifies the goal with the clanse, generatos the final resuit
ic 1le zoal momory, and passes it to the ouiput buffer. Also the Unifier executes built-in predicates.
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2.1.2 Process Pool Uit (PPU)

The Froces: Pool Unit (PPU) consists of twe types of memories (Process Pool and Message Board) and two
types of controllers (Process Pool Controller and Message Board Controller).

(1) Process Pnol and Frocess Pool Coztroller

The Frocess Poeol (PP) is a memory for storing processes (32 bits/word, the same as the Clause Fool).
FPIM-R empleys a process confizuration method capable of minimizing eommunications between IMs. A
process contists of Process Control Blocks (PCB) for stering control information of a goal sequence, a
Process Life Block (PLB)} tc manage the number of Process Control Blocks, and Process Template Blocks
(PTB; 2 PTH and a PCI makes a pair) to hold the template of a goal sequence. These blocks are assipned
to 2o IM as a zet.

The PLEB is the top level bleck in a proces: and contains the commit tag, the number of PCBs under the
PLE, end other information. At Concurrent Prolog execution, the commit tag is turned on by the PCIY in
the process that first succeeds in executing its guard part.

The PCH contains the state of a goal sequence (reducible (ready), run (unification is under way), wait
(waiting for a solution to be sent from a child process), dead, or suspend (consumer process is wailing for a
sharec wariable to be conaected with a value)), reduction level, number of OR forks {when an OR-parallel
Prelog program iz executed) or AND forks (when a Concurrent Prolog program is executed), number of
returos (e, return from forked processes), a pointer used to connect to the Heady Frocess Queuns, ete
The reduction level means the relative depth of each process, assuming that the depth of the process which
corresponds to the root of the process tree is 1. When under a PCB, a PTH has the same internal format
as clanses in the Clause Pocl (CF) except for the clause length. Simply put, a reducible goal in a PTT iz
sent to the UU, and when its solution is returned to a PCB, the goal sequence in the carrezponding PTHB
s copied, the binding environment is assigned, and a mew goal sequence {a PCB-P'I'B pair} is generated
under the same FLHB.

Provess Pool Controller (PPC) is responsible for process creation, renewal, and deletion. When a new
resolvent iz returned from the UU, PPC creates o new process which eonsists of a PLB and a PCB.PTR
pair. Frocess renewal is the updating of the fork count and return count and the creation of a new PCE-
PTB pair. Vwhen a PCH enters the dead state (i.e., fork count = return count), the PPC scts the PCB state
dead and incremepts the FCB return count in the corresponding PLB by 1.

(2) Message Board (MB) and Message Board Controller (MBC)
Each IM has a distributed thared memory called Message Board to store varizbles used as chanaels {these

variables are called simply channels). The MBC is designed to reduce the load of PPC processing. The
MB consists of channel cells, value celis, and a suspend process list. Channel cells consist of four words



and coptaip a write tag, a suspend tag, a pointer te a value eell, the suspend proces: couni, ang ihe hess
address of the suspend process list. In Concurrent Prolog, when & consumer process suspends the PPO
requires the MBC to check whether a producer process has already sent a message to that MB containing
the ccil of the chapoel causing the suspension. If a message has arrived, the MBC rends the message to the
FPC to activate the consumer process; otherwise, the MBC writes the PP address of the consumer proces:
in the suspend process list.

A channel can be described with iwo "channel information” words stored in the siructure area in a PTR
(Ziven a goal sequence "p{X), c(X?1* , p{X), which is placed in the PP of an IM as a result of an AND
fork, hans & PTH in Fig. 4. ChIR is a data type which stores a potnter to channel infoermation. The firse
werd of Chennel Information is usually a poiuter to an appropriste channel oo the MB. The second word
stores loca! data. When unificstion oo a guard succeeds and the commit operation is perflormed, this losal
dala 18 writlen inte the appropriate chanzel cell on the ME.
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Fig. 4 Process Template Block of p{X}

2.2 Strueture Memory Module

We have introduced the structure memory concepl to reduce the copying overhead. The Streciure Memaosy
Meodule sterez only a large structured data, such as large combined lists 2nd wectors. Each Structure
Momory Modue {(8MM) is connected to zeveral Inference Modules (IM} via the IM-5MM Netwo-k and o
part of the structured data is accessed by the Unification 7'it (UU) in the IM on a unificaticr-demuand
basiz. Our SMM bas the following characteristics.

{1} Ground instance tharing method

Ve have chosen the mest basiz method: that of skaring cnly ground instances whick do not include enz
unbound variables. This sharing method can maintain kighly parallel environments among processes,

(2} Combined reprezentation of structured data

(3] Lazy unification between arguments

For unification requiring the structured data stored in the SMM, PIM-R usesz a lazy unification between
arguments to avold unnecessary unifications and accesses to the SMM. If there is an argument referring Lo
the SMM in either the reducible goal or the unifiable clause, then this unification will be delayed ard the
other upifications between arguments not referring to the SMM will be executed with higher priorities
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2.3 Network

Al exceution of Prolog or Concurrent Prolog programs on PIM-I, when a goal succeeds in unifieation with
a rule, a child process (new reselvent) is generated. However, even if a goal succeeds in unification with a
fact, the result is only returned to the PCH in a parent process and a child process is not geoerated. (Cnai
£4) thows that the average OR-relation number is about 2 or 3 in Prolog programs that consist mainly of
rules. Therefore, it is possible to map an average process tree onte 2 cyclic mesh structure.

In programs of logic languages such as Prolog, when there are several solutions, locations [depth) of each
solution in the AND-OR tree are usually different and children forked simultaneously rarely return selutions
to a parent process at the same time. Thus, the mesh-type nelwork nede, onto which the upper part of
a process tree is mapped, only rarely gets overloaded by concentration of sclutions returned to & parent
process. Also all accesses except for those to the MB at Concurrent Prolog execution are between neighbor
nodes. For these rearons, we chose mesh type structure for the inter-IM network (Fig. 1}, In the inter-IM
network, node: are located at mesh points and an IM is connected to each node. The network between
IM: and the SMM, the IM-SMM network, is of the equal distavce Lype and at present is expected to be
implemented with a shared bus,

3 BASIC SOFTWARE SIMULATION

The bazic simulator is developed to confirm fundamental velidity of PIM-R mechanizsms: and written in
Prolog/C-Prolog, and runs on DEC2060 or VAX-11.

3.1 Simulation eonditions

Simulation is performed woder the following conditions:
{1} A petwork is ideal, excluding packet conflict.

{2) Each vnit has a buffer of sufficient size

(3) The performanee of PPUs (process creation, remewal, and deletion) and UUs is determined by the
number of steps required when they are written in an ordinary assembly language. (Molo-vka 84), who
adepted the all goals copy method, shows that the average time of a unification and size reducticn in a
£-Queens program is about 42pusee . Since PIM-R uses the only reducible goal copy method and the amount
of copying for this method is less than that lor the all goals copy melhed, we assume that UU iz PIM-R i«
able to execute a unification and produce the packet to send to PPU in 100usec at least. [We think that UU
iz able to execute those operations in under 50psec if epecial hardware for the UU iz implemenied.] Since
the average packet length throvgh networks of 4-Queens is about 20 werds (about G0Q bitz), we azzume
that network speed 15 10 Mbps and average petwork delay is 80pscc .

{4) When vnification with a unit clavse succeeds in OR-parallel Prolog processing, the umfication result 15
returned to the parent process in PP and no child process is ereated. On the other hand, when unification
with @ clause other than a unit clause succeeds, the new resolvent {new child process) is distributed. In
Conecurrent Prolog, goals in AND relation are distributed as different processes. This simulation adopts the
following static and cyclic distribution strategy: IM concerued, Esst IM, Scuth IM, IM concerned,... and
so on. In simulations with two [Ms, new processe: are distributed to the IMs according to the following
stratery: the first process is distributed to the IM concerned, the second to the seighboriag IM, the third
to the IM concerned, . and so on,



3.2 Simulaticn results

3.2.1 Prolog program

The 4-CQueens program was run to collect the necessary data.

{1} Effect of pumber of Inference Modules (Fig. 5)

The 4-Crueens program increase: in performance as the pumber of Inference Modules {IM) ineroase:
Frocessiog time decreases as more Inference Modules are used up to seven or eight units. Then it levelz of.

This trends roughly corresponds to the average level of OR paralielism, about 6, resulting from a dynamic
analyszis (Onai 84). The results show that PIM-H is able to exploit the parallelism in the Prolog program
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(2} Halting dead child processing

The oumber of packets passing through the petwork is shown by their types in Tabie §,

Tuble 1 Packet Number (ikrough the network)

Toval pumber of pacikets i8] 207
Number of true return pACKeLE 3i 47
Number of OR-Tork packets G0 &80
Mumber of fork-down packets &0 EQ

The fork-dowe packet is used by a child process Lo inform its parent process that it bus entered the deac
sizte. It is concerned with garbage collection and is not directly related to the solution-obtaining prozessing
Thercfare, if the PP has zufficient space, lower pricrities can be pgiven to dead child processing and the
grucrativn and trapsfer of fork-down packets in the FPC. Higher pricrities are given to [irst execuiiog
processing required to obtain solutions and to transfer the respective packets. This can reduce the number
of packetls passing through the netwerk by about 409 for two and four IMs. Also it alleviates processing
load in the PPC, resulting in about 8% aod 159 reductions in processing time to cbtain the frst and
second solutions for four IMs respectively



(3] Local execution control using reduction level

Local pseudo depth-first exccution was tried giving higher priorities to Heady PCEs with deeper reduction
levels and to processing of true-return packets from child processes. At the same time, lower priority is
given to fork-down packet processing. The result was that 12% and 179 reductions in processing time to
obtain the first and second solutions for four IMs respectively were achieved.

(4) Network load average and network speed

The load average of each link is about 1093 for two IMs and 6% for four IMs. (There are 2 links for two
IMs and 8 links for four IMs.) The more IMs the less load average. Simulation condition (1} is appropriate.
The maximum ioput buffer length of the Packel Switch is 15 for twe IMs and 14 for four IMs. If we speed
up the metwork from 10Mbps to 60Mbps, we get aboutl 10%% reduction in processing time for four Ihfs.

{3) PPU load average and dynamic process distribution

When 60Mbps network speed for four IMs is achieved, the PPC in each IM recorded load averages of 4292,
3595 54%, znd B0%. Relatively wide discrepancies exist among these figures, because the child process
distributing strategy at OR fork was fixed. In this case, the average input buffer lengths of the packet
switches arc 0.46, 0.69, 0.49, and 4.5 units. These results correlate with the load averages of the PPC. When
network modes are used to dynamically distribute child proceszes to the IM whose packet switch has the
shortest input buffer length, the processing time peceszary for obtaining the first and second solutions can
be decreased further by 1057 and 1453 for four IMs; then the PPC in each IM has balanced load averages
of 69%%, 72%, 62%, and 65%.

3.2.2 Concurrent Prolog program
The Quicksort (ten elements) program was run to collect varions data iteme.
(1) Effect of number of Inference Moduies (Fig. 5)

The Quicksort program increases in performance as the number of IMs increases. Frocessiog time decreases
as more Inference Modules are used up to five or six units. Then it levels off. Since this example ha:z a
parallalism of about 4, the results show that PIM-R is able to exploit the paralielism in the Concurreat
Preleg program.

[2} Halting dead child processing
l'able ? shows the number of reductions and other data at the execution of Quicksort,

Table 2 shows the number of packet: passing through the network during Quicksort execution by their
types.

Table 2 Heduelion Nuwber

‘Number of r:?daz_t_._i_t_:u_g____ 284
MNumber of successes 196
MNuomber of failuers 19

MNumber of suspeoded reduction 69




Table 2 Packet pumber

21M 41M

Total number of packets 141 211
MNumber of true return pakets 17 19
Number of AND-fork packets 21 o6
Number of fork down packets 21 28
"~ Number of MB related packets B2 140

These tabies show thai, whiie 284 reductions occurred 2nd 196 of them succeeded, 141 packets passed
through the network for two IMs and 211 packets for four IMs. In other words, a packel passed through
the network each time about 1.3 er 2 reductions occurred. Unlike the Prolog program, the MED-related
packets account for 58% of tbe tetal for two IMs and 86% for four IMs, a5 shown in Table 3. This mean-
that halting dead child processing and generation and transfer of fork-down packets, an effeciive anproack
ir. the Prolog program, could reduce the number of packets passing through the network by only 1597 for
two IMs and 129 for feur IMs. Urlike the fork down packets, theze MB-related packets cannol have &
lower transfer prierity attached; if they do, ne solution will be obt laed. Therefore, faster paclet transfer
it more critical for Concurrent Prolag,

(3) Effect of Mezsage Board Controller (MBC)

A channel cell i allocated on the MB when unification succeeds in the UU, a new child process is returped
to the PPU, and there is & new channel. At execution of Quickzeort, 88 chanunels are stored on Lthe MB
gnd, as Table 2 shows, successful unifications are total 196. This requires the cell for s channel tc be
allccated on the MB every time about 2.2 upifications succeed. Thus the speed of allocating & channe! cell
on the MB influences PIM-R processing speed. This problem can be eliminated by introducing a MBC to
handle MB-related processing. If the MB-related processing were handled by the PPC, instead of the MEC,
processing time would increese by 13% [or one IM and by 109 for four IMe.

(4) AND-OR parazllel execution

When Concurrent Proiog programs are execuled in AND-OR parallel, child processes distributed in the
different IMs from the parent process have to check the commit tag in the parent process through networks
when guard execution is successful. Child processes have te wail for the return packet from the paren
process. This increases netwerk traffic. In the case of four IMs at execution of Quicksort, since the number
of commit tag check packets and return packets is 22, the total packet number increases about 1052 A=z
result, the processing time for AND-OR-parallel execution increases about 13595 aver that of AND-paralla!
execution. OH-parallel execution is not snitable for Concurrent Prolog programs,

4 DETAILED SOFTWARE sIVMULATION

Detaited software simulators have been devejoped using Ocecam (INM OS2 E4), a language capabie of deserib-
ing multiple precesses running comzurrently and message communications between processes. The majer
emphasis is on simulation which preciscly reflects the detailed structure of PIM-H, such as internal data
formats, and which involves 16 to 64 or more IMs, The simulators are currently rucning on the VAX 11 to
collect various pieces of data,

4.1 Simulation Conditions
(1) Dead process processing is not kalted in PPC.

(2) II the PTB does not get longer at compaction (ONAI 85) when a solution to a built-in predicate is
returped, direct overwriting to the process template is possible.



(3) The PPC attaches new Heady PCDs to the tail of the PG and transfers the head Ready PCE to the
U,

{4} Simulation clock is not introduced yet.

(5) Process distribution is the same as that of basic software simulation,

4.7 Simulation Results
4.2.1 Message Doard (MB) - related packets

Packets passed through the inter-IM network include AND-fork packets and packets indicating successful/
failed unification of child processes. They also include MB-related packets such as the channel-value write/
read packets that are passed when Concurrent Prolog channel variables are not stored on the MB of the IM
concerned and the activation packets are returned to suspended processes. Table 4 shows how the gumber
of packets and the total length of the packets (i words) changes with the number of IMs for Quicksort (50
clements) simulation. Table 4 suggests that the MB-related packets, each consisting of a small number of
data words, account for most of the packets transferred between IMs. Therefore, fust transfer of MD-related
packets is important,

Tahle 4 Packet number and word length

IM number 1 2 4 g 16

packets in  Z108[PKT] 6772 6127 5684 5683
I IGEZEB[W] 181267 158849 157162 157123
inter IM o 1535 2247 2674 2681
packets 4] 11110 15709 17261 17106
MB-related 0 1333 1979 2412 2423
packels in - (B79%) (BE%E) (90%%) (90%)
inter M o 489] 7409 Q096 Q135
packets ) - [45%) [4T%E) (53%%) (53%%)

4.2.2 Effeet of shared Clause Pool (CP}
The software simulator invelving twe IMs ran 6Queens written in Preleg and Quicksert (50 elements) in

Concurrent Prolog to collect data cn the PTB and packets. The results are shown in Table 5 and Table &
bellow (*literal length™ = literal header length + literal area length).

Table 5 Effect of shered Clause Pool (in Prolog)

6Queens “Average total length in word(A} Average literal length in word(L) L;/A(%)
PTB 14 8 21.7 48.4
OR-fork packets £3.7 234 535
true return packets - 30.9 9.9 220

Table 8  Effect of shered Clause Pool (in Concurrent Prolog)

Quicksort Average total length in word{A} Average literal length in word{L) L/A(%)
FTE arT 11.0 29.3
AND-fork packets 36.2 4.5 12.4

true return packets 24.3 5.5 22.5




If the PFC cap access the CF, the lengih of the PTB can be shortened by about 30 to 50% by removing
the literal header and literal area from the PTH. This results in a decrease in the amount of processe:
generated and renewed copying in the PPU as well as the amount of unification-related copying in the
UU. In addition, OR-Tork and true-return packels in 6Queens can be reduced in length by 54%and 325%,
respectively, and AND-fork and true-return packets in Quicksort by 12%and 23%, respectively. This in
turn leads to reduction in network traffic.

4.2.3 Effeet of Structure Memory Module (SMM)

Various data items are being collected by running evaluation programs, such as the morphological apalvsis
program, DCG program, a formula simplificetion program (Equiv), and Quicksort {50 elements), on th:
prolog software simulator. The data obtained iz used to examine the effect of the SMM on the structured
area and the effect of lazy unification in particular.

(1) Reducing effect of structure area

As shown in Table 7, the use of the SMM for program 1 to 3 reduced the PTB length by 20 to 30% when
the CF was not shared (A/B) and by 30 to 45% when 1 was shared (C/D). The 8MM was al=o able to
shorten (in words) the OR-fork and true-retyrn packers by 10 to 45 percent for the pop.shared CP {AJE,
apd by 20 to 30% for the shared CF (C/D). The combined effect of sharing the CF and the use of A1
(C ‘DY resulted in about a 50 to E0% decrease in length for the PTB and about a 50 to 6078 decreanc
fer OR-Tork and true-return packets. Since the siructure area generally accounts for a larger portion in
true-return packets than in OR-fork packets, the introduction of the SMM was slightly more effective fo:
true-return packets. Also, the simulation leads to the copelusion that the SMM will bave & significant
cffect on programs, suck 25 the morphelegical analysis, DCG, and formula simgplification programs, which
perform varjous processiug operations on structured data bound with ground jpstagces withouot chappiog
the data, but an insignificant efect on programs like Quickzort which successively creste new lists.

Table T Reducing effect of structure area

Average lengib o words Averape iepnpgth o words
(Clause Pool not shared) [Clausze Fool shared)
test programs SMM EMM AfB SMM SMM /D
used:A  not nsed:B (%5) uged:C not used:1 (]
1 Marpholegical PTR 44.2 (4.2 GR.R a4 437 54.1
snalysis OR-fork 358 47.4 75.5 17.9 29.7 60.2
irue returg 313 52.56 61.4 24.0 44.3 54.2
2. [plede ™ 293 4a7.9 T7.3 145 23.1 2.9
OHR-fork 284 24.6 B1.3 13.2 187 G682
true retarn 513 Efi 1 =97 42 R TT.4 5hA.
3. Formula r'TE 353 43.4 81.3 .4 285 T1.5
simplificaton COH-Tork J5.9 40.8 BR.O 20.5 i34 8.9
truereturm  34.5 Y85 553 46.% 90.9 21 .B
4. Quicksort FTE B3.T 94.2 a1.0 61.7 T4.2 23.1
OR-fork £33 T30 EB.T 427 52.4 El G

true return 1327 144.5 a1 8 1227 1345 91.2

(4] Effect of lazy unification

Az Table B suggests, the use of lazy unification could lower the number of SMM read reguests and the
total length of SMM read returns by about 109 for the morphological analysiz program. Lasy upification,
kowever, cannot work effectively for zome programs like the DCG program.



Table &  Lfeet of lary unifleation

Morphological analysis. " leey(L] nomai(N) (N-L)/N(%)
Number of SMM read requeste 822 g08 a5
Total length of SMM read returns 2772 2056 6.2

4.2.4 T'ffest of writing programs in GHC and GHC-supporting data types

in programs: written in GHC (Ueda £5), the base language of KLi{85), P'TBs need not to have a local
environment for a channel, The following table shows goals-related data [rpot built-in predicates) which
were passed from the FPU to UU when 50-glement. Quicksort in Concurrent Prelog ran on the two-IMs.
Table § sugpests that the packet length can be reduced hy 25% by writing programs in GHC (2 peinter lo
she MB csn be stored in the ChiR-type word in the varizble area). Note that, when a predicate is called
in GHC, binding which can be observed from the calier cannot he generated while the grard in a clause is
being exccuted. Therefore, such a binding {unitication) must be moved to the body of the clause.

Table 0  Effect of writing programs in GHC

Average goal length in werds 354
Average structure area lengih in words 18.0
Average channel information {& peinter te 8.2

the MB and local enviroment) length in weords

For example, a ciause ¥gsert([J, [1):- true | true.* in Quicksort in Concurrent Prolog is expressed
in GHC as follows:

gsort([1.X):~ trus | X=0].

Thic canses the variable asea to increase by one word for the mew variable X and the literal area by four
words because the internal format of *¥=[1* is four words in length. These increases in the variable and
literal areas in GHC over Concurrent Prolog require the CP to be accessed from the PC as well. This is
also necessary to benefit from the GHC's ability to eliminate Jocal environments (if the CP can be accessed
from the PPC, the literal area can be removed from the PTBE). Also, the introduction of three new GHC-
supporting data typee - TopCh (ehacnel in the goal in the first calling process), WritableCh {cbannel capable
of undergoing binding), and NestedCh fchanne! called from a guard directly or indirectly) - seems to make
it possible Lo write programe in GHOC without changing the Concurrent Prelog execution mechspism in
PIM-R.

t CONCLUSION

This paper duseribed the architecture and evaluations using software simulatiors of PIM-R, a reduction-
based paralict inference machine. The introduction of the PLB into s process can make it unnecessary lo
report each generation or deletion of a gosl sequence to jts parent process, irrcspective of how mapy goal
sequences are generated or deleted in thal process. Therefore the use of such process-structuring methods
permits a decrease in the number of packels passing through the inter-IM network.

As for architecture, PIM-IL uses a Message Board to handle Frolog and Concurrent Prolog programs egually.
It was confirmed that the MB permits PIM-Tt to exccute Cencurrent Prolog functicns including back
communication and finite-lensth buffer cominunications. The evaluation using FIM-IL zoftware simulators
demonstrated that PIM-R is able to exploit parallelism in Prolog and Concurrent Prolog programs. In
other words, the number of Inference Medules does affect the performance of parallel processing. It was
also confirmed that the dynamic distribution of child processes by neiwork nodes, introduction of the MBC,
halting of dead child processing, stopping the generation and transfer of fork-down packets in the PPC,



local psendo-depth-first execution using reduction level, introduction of the SMM, and shared Clanse Poo!
are all eJective measures.

Al Concurrent. Prolog execution, over half the packets sent through networks are related te MEB acces:.
Therefore, we think that it is not sufficient to increase packet transfer speed. It is also necessary to decrease
the relztive number of MB-related packets to other packets. It iz a way of introducing modularity into
the Janouage Lo enlarge grain size of AND-parallel processivg of Coocurrent Frolog. Since a channel in
Concurrent Prolog is a logical variable, a producer and a consumer have to execute unification for sending
and receiving a message respectively. It causzes a reduction ip speed of message transfer. Clearly, research
into the implementation problem of communieation and synchronization in logic-type lapguages not using
logiczl variables is necessary.

At present we are developing a hardware simulation system consisting of sixteen MCEE000s (Sugie 85). We
plan to conduct various détailed simulations of many programs, with these tools to validate and eahance
FIM-R.
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