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ABSTHACT

A Japanese Proofreader System for Japanese text has been construeted. This system
proofreads word usage and proper nouns in text. Word usage is checked using knowledge
mainly derived from a stylebook. For proofreading proper nouns, a company directorors
database is uszed to check articles on personnel changes of company directers. Due to
limitations of the processing system, experiments were made with about oue tenth of the
ectire volume of data, and ke system was proven effective. The system is written in Prolog.
The system was used to evaluate Prolog and determine the desirable performance level,
Findings obtained duriug evaluation are also given.

This work was done as a part of the Fifth Generation Computer Project while the
author was at the Institute for New Generation Computer Technology (ICOT). The author
wishes to thank ICOT for the opportunity of pursuing this research and the permission to
present this report.
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1. INTRODUCTION

Computerization of proofreading is much desired at present since proofreading is con-
sidered a suitable computer application. In particular, proofreading newspaper articles seems
to be a good candidate as the standards of expression newspapers must observe are elear.
Accordingly, proofreading currently performed by humans at a newspaper company was
studied. The study revealed that it is highly possible that present computer techniques can
achieve two types of proofreading: Checking word usage using dictionaries and stylebooks,
and checking proper nouns using directories.|[1)

Knowledge required for proofreading word usage and proper nouns was investigated
and collected (2] 3] to construct the Japanese Proofreader System. This report describes
the quality and quantity of knowledge used for proofreading and the experimental results.

The system is written in DEC10 Prolog on the DEC2080. The results of the Prolog

evaluation are also reported here.



2 CORRECTION OF WORD USAGE

Fig. 1 illustrates the simplified configuration of the Japanese Froofreader System. The
system uses stored knowledge to point out which parts of input sentences are to be corrected
and, if possible, to indicate how correction should be made. In actual operation, it was
not possible to execute the entire system as a whole due to restrictions of the processing
system. Accordingly, the system was divided into two parts to be executed separately: one
for correction of word usage and the other for proper nouns. The following deseribes each
type of proofreading. Different procedures are performed to input data in the knowledge
hase or to edit it (process shown to the left of Fig. 1). These procedures will be described
in another report.

2.1 Configuration and knowledge in use

Proofreading to correct word usage was conducted in three steps. This was mainly
becauze of rezirictions of the processing system, but also to make implementation easier.
The following explanation is based upon Fig. 2.

2.1.1 Conversion of input data format
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In this step, input data is converted to a list format, in which each component of the
list. corresponds to one charactes of the JIS KANJI codes. Rowever, two one-byte ASCII
characters are in effect used in the system because DEC 10 Prolog is not provided with
KANIJI codes.

As procedural processing is performed in this step, details are omitted here.

2.1.2 Proofreading

Of the three stepe, proofreading plays the most important role. Io this step, a sentence
input in the list format is divided into words whick are output in list format. Each component
of the cutput list is information on one word. This information is also in the form of a list.

Data output for each word is as follows:
Word (form in the input sentence)
Part of speech
SHUSHI (sentence-final} form
Inflectional form
Whether the word is incorrect or not
Whether the word should be changed or not
Title number.

The title number is a number given Lo each word for easy identification. The following
describes the knuswledge and processing algorithm used in this step.

(1} Knowledge in use

Based upon dictionaries|4], Common KANJI Table [6], and the stylebook being used at
the Asahi Shimbun Publishing Co. [5], the following knowledge was used in the system. As
details of the knowledge have already been reported [3], only its items, sources, and velume
in terme of Frolog are listed below.

» Knowledge on intlection[4]: Krowledge on inflection of verbs and adjectives, About 140
lines.

» Knowledge on postpositional words and auxiliary verbs [4]: Knowledge on the inflection
of auxiliary verbs. Knowledge on conjunctions included. About 210 lines.

« Word dictionary [5] 18]: A dictionary containing about 27,000 words was compiled. The
dictionary includes incorrect words and words to be replaced by others: These words are
provided with information to tag them as such.

(2) Processing algorithm



The following briefly explains the processing algorithm using Fig. 3.

Proofreading is performed by recursively calling the predicate for distinguishing words.
In this process, the type of each word (KANIL, HIRAGANA, KATAKANA, alphabet, symbol,
numeric, punctuation mark) is judged first, then the appropriate dictionary is retrieved by
means of the longest-match method. When the word cannet be found in the dictionary, it
is treated as an undefined word up to a certain point of the process. Upon being identifled,
the word undergoes inflection processing. The proofreading result is output at the end.

2.1.3 Indieation of proofreading result

Kopowledge and the processing algorithm used in this step in which corrections are
indicated are described in the following.

(1) Knowledge in use

The fellowing knowledge based upon the Common KANJI Table and the stylebook used
at the Asahi Shimbun Publishing Co. was used. As details of the knowledge have already
been reported [3], only its items and volume are listed below,

= Knowledge on sources: Information on the source of each word in the above word diction-
ary. About 35,000 lines,
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» Knowledge on paraphrase: Knowledge on words to replace incorrect words or those to be
changed. About 2900 lines.

(2} Processing algorithm

Thiz step uses a simpler processing algorithm than the previous step. Basically, data
output in the previous step ie printed as it is. In this step, information on the source of the
word is added. When the word is incorrect or should be replaced, it iz indicated as such,
and the replacement is shown at the same time.

2.2 Result of proofreading

The result of executing the program is as follows. Sentence examples were chosen as
much as possible from data on the newspaper articles during the period from July 1 to 10,
1684, received from the Asahi Shimbun Publishing Co. Heowever, they were not the same
a5 the actual sentence which appeared in the paper because it was necessary to omit words
and insert mistakes for the purpose of pur experiments

In this experiment to evaluate the system, the entire volume of the word dicticnary,
knowledge on sources, and knowledge on paraphrases could not be uzed becausze of limitationsz
of the processing system. Therefore, cnly part of the knowledge was used.

« Word dictionary: Konowledge o words with no inflection and those starting from symbaolz
were cinitted, which reduced the num!ber of lines to about 3300 Also the reading of each
word (KANJT combination) was cmitted.

- Knnwhdga O SOUTCEeS: Dnb‘ kﬂnw]pdge on the soutces of incorrect wnrris oar wnrds to he
replaced by others was used. As a result, the number of lines became about 8200,

# Kpowledge on paraphrase. Oniy 500 lines were used.

During program execution, the system responded in the cases described below. Whenev-
er the system responded, some kind of nroblem existed to indicate the necessity of correction.
This seems to prove the effectiver~ss of the system.

2.2.1 Undeflned words

Fig. 4 shows the result of analyzing the sentence * ETM5 RS . "(ASHIMOTO
KARA AME GA FUKJ: It raine from the footstep.) In this example, a noun “/@ " (AME:
rain) is handled az an undefined word, because words without inflection were omitted from
the dictionary. We realize that the word dictionary must be improved as one of the first
priorities to reduce the number of undefined waords.

Dealing with proper nouns iz another problem. This research did cover knowledge on

&



proper nouns, but this aspect of the system should be improved with respect to both volume
and gquality. An important object of this kind of system is to collect not coly a greater

number of people’s names but alzo a greater variety of nouns such as place names and names
of organizations.

2.2.2 Incorrect words and words to be changed

Fig. 5 shows the result of analysing the sentence * £ T SHWAM S . "(ASHIMOTO
KARA AME GA FURU: It rains from the footstep.) The difference between the example
in Fig. 5 and that in Fig. 4 is the expression of the word “ASHIMOTO", The system
indieates that “if5 " instead of 2 F ” should be used: This is based upon the knowledge
on page 245 of the stylebook uzed at the the Asahi Shimbun Publishing Co. The system can
indicate sources of correct words as well. However, they are not indicated in this experiment
as knowledge on sources of correct words was not stored due to restrictions on the processing
system.

2.2.3 Mixed use of HIRAGANA and KATAKANA

Fig. 6 shows the result of analyzing the sentence *FRA TN F/Fe®3_ »
(SAIKENTOU SU BEKI DA TO OMOU: Reconsideration seems to be neecessary.) In this
example, “~ "(“BE") is written in KATAKANA, which has caused incorrect word distine-
tivn. However, even when it is written in HIRAGANA, words still cannot be distinguished
correclly as the literary expression ® o0 & "(“BEKI") is not included in the system. The
preblem of how Lo handle literary expressions has to be solved in the future.
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2.2.4 Words written in KANA

At the end, Fig. 7 shows the result of analyzing the sentence ©

Pl o [ g e I i

(YURUYAKA NI NATTA: It has become gentle) This is an example of a word commonly
written in KANIJL designated as Common KANIJI, but often written in KANA too. A
processing algorithm may be designed to handle such cases. However, the example seems to
suggest that knowledge other than the Common KANJI Table is necessary to differentiate

the use of KANJI and KANA.
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3. CORRECTION OF PROPER NOUNS

The experiment of proofreading text with respect to proper nouns is deseribed below.
To eotrect proper nouns, in particular, a people’s names, the orgtnization he belongs to, and
the post he holds, an appropriate directory has to be selected. Criteria for such material are
that it be readily available and that it contains names which frequently appear in the text.
(2]

The following describes the example of proofreading articles to report personnel changes
of directors working at companies listed on the stock market. Although such knowledge is
not very often given in articles, data has already been organized as a database, so system
application seems effective.[2] Also, an example of handling KANIJI characters which are
not designated as Common KANJ! is described. This experiment was made because KANJI
characters not designated as Common KANII appear in proper nouns rather frequently.

3.1 Conflguration and knowledge in use
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Froofrcading to check proper nouns is performed as shown in Fig, 8. Format rules
can often be used to identify proper nouns as they are commonly found in articles having
certain formats[2] and Loey are also used in this experiment. Basically, however, processing
to distinguish between individual words is similar to that in checking word usage (described
earlier). Consequently, details are not explained here,

The fellowing knowledge was used in the experiment.
3.1.1 Knowledge on listed companies

This is knowledge on the pames of all companies listed on the stock market. The
predicate showno below was created using the database of the Toyo Keizal Shinposha, The
contents of the database are really the same as that of the Yakuin Shikihou (Japan Company
Directer Handbook).(T]

kaisva(1301 , [ "HW~, "H#" 1.

The security code and name of each company are used as arguments, The predicate was
made not only for official names of companies but also for abbreviated names. The database
used in the experiment includes about 100 unlisted companies and other orgapizations
{eromomic organizations, government institutions, etc.) besides listed companies. In total,
it containg knowledge on about 2200 organizations.

The number of lines is about 4400. KANII characters are in the JIS KANII codes,
However, two one-byte ASCII characters are in effect used in the system because DEC 10
Prolog is not provided with KANII codes. The situation is same for the knowledge described
in the fellowing 3.1.2,

3.1.2 Direetors of listed companles

This is knowledge on all directors of all listed companies (including the directors of the
other organizations mentioned in 3.1.1). The following predicate was created based on the
database of Tovo Keizai Shinposha.

vakuin(13;1 , "D, "y, [TFET, TAk°), [T@°T, TeT 1,
("L, "&", "¥° ], 070", "AT, T, "B 1).
The security code, post code, representation right (whether the person holds the right

or not), last name, first name, reading of the last name, and reading of the first name are
used as arguments,

The number of lines is about 32,000
11



3.1.3 Knowledge on KANII

This iz knowledge on Common KANJI and their readings. Two kinds of knowledge
were prepared: one based on the Common KANII Table, and the other based on the KANJI
table in the stylebook used at the Asahi Simbum Publishing Co. Details have already been
described|3], so they are omitted here.

The number of lines is about 4100.
3.2 Results of proofreading

The results of system execution are described in the following. Owing te restrictions of
the processing system, only data items listed below were used in the system evaluation.

» Knowledge on company names: Knowledge on a total 139 companies with security codes
1950 through 3011 and 3863 was used. The number of lines is about 280.

» Knowledge on names of directors: Knowledge on the directors of the 139 companies with
the zecurity codes mentioned above was used. The number of lines iz 3100. Headings of
the first and last names were omitted.

s Knowledge on KANJI: Readings of KANJI were omitted and only one line was assigned
to each KANIJI character. The oumber of lines is about 1940,

« Program; A short program to analyze only articles in the specific format used for personnel
changes was used.

Several examples are used to describe the resulis of proofreading. The example zen-
tences were extracted from newspaper articles mentioned in 2. However, as noted before,
they are not exactly the same as actual sentences in the paper.

3.2.1 Cheeking articles

Fig. 9 shows an example of data checking. At first, “candidates” of proper nouns such
as company pames are distinguished in the input sentence. The word candidate is used
+n imply that distinction is performed mechanically by rimply checking characters. Then
candidate words are compared to stored knowledge. In the example of Fig. 8, no problem
was found with the article in the proofreading. *post OK” at the end means that knowledge
indicates that this person holds the old post (director).

3.2.2 Update lag

The example of Fig. 10 is the same as that of Fig. 9 except that the new post this
12



person holds {executive director) is already included in the knowledge. This is because the

database was not oririnally designed for this system. Data on this person had already been
updated before proofreading was performed.

3.2.3 Handling of KANJI other than Common KANII

The last example is shown in Fig 11. As shown in the figure, * + R # ", the pame
of the company cannot be found when the system is executed normally. This is because
the name of the company is included in the knowledge only as “4 %M ™ and “+ %8 ",
which cannet be found by the normal searching procedure. Here, the KANII “¥” is the
old, formal form of the KANJI “&",

THRUT STt CHEILE (61 8H) #B4a (RBE) sTHEH=

Fig. 9 Proofreading for Proper Nouns (No. 1)
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Fig. 10 Proofreading for Proper Nouns (No. 2)
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However, when KANJI other than Common KANII are bandled by a special procedure,
the name of the company can b retrieved as shown in Fig. 1Z. Thus, it is indicated that a
different KANII character is used in the waterial. This eperaticn is valid for symbols other
than KANIJI such as GETA symbols. The input operator uses a .erminal with the ability to
input only limited types of KANJI characters and inputs GETA symbols for the other type
of KANIJI in the manuscript.
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Fim. 11 Proofreading for Proper Nouns (No. 3)
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Fig. 12 Proofreading for Proper Nouns (No. 4)
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4. EVALUATION OF PROLOG

As mentioned earlier, the Proofreader System is implemented in DEC-10 Prelog on the
DEC2060. Prolog was evaluated both quantitatively and qualitatively. ln the following, the
processing time was recorded when the system was used by one user.

4.1 Quaniitative evaluation

The size and processing speed of programs to be handled can be considered in the
quantitative cvaluation. Of course, these factors are used more appropriately to cvaluate the
processing system rather than language specifications. However, although these factors may
not be appropriate for purely logical research of languages, they were used in the following
cvaluation as the language and ils processing system are closely related to each other.

The size and processing speed of programs which this system can handle have been
mentioned in sections concerning the system econfiguration and functional evaluation. They
are summarized in the following. As most of the program is data, the program size in
indicated by the number of lines.

(1) Word distinction

In this evaluation, 129 of the entire volume of the word dietionary was used. Readings
ol words (KANJI combination) were omitted from the contents of the dictionary. Only short
sentences such as those of the examples could be analyzed by the system due to insullicient
storage capacity, The processing speed is 10 to 15 seconds for example sentences shown in
Figs. 4 to 6. Those made by simply coding the longest-match algorithm appear to require
more time.

(2) Seurce and change of wording

Only 18% of knowledge on sources and 7% of knowledge on word change was used.
The processing speed is so fast that we have no problems with it such as those in item (1).

(3) Names of listed companies and directors

Only 6% of knowledge on company names was used. For director names, 10% of knowl-
edge was used and their readings were omitted. Alse, knowledge vn Lhe readings of words
was elimzinated from the KANII knowledge store, which reduced the kpowledge to 47% of
the entire volume. The processing speed is about 20 seconds when knowledge on KANII iz
used as shown in Fig. 12. In other cases, the speed iz high enough to cause no particular
problems. Most (80 1o 90%) of the difference in speed seems to be accounted for by the
time required for the retrieval of the Common KANJI Table and matching of incompletely
malched lists.

15



Consequently, when processing is to be performed in several steps as in this experiment,
it is necessary to develop methods to handle 10 to 20 iloe. .. much data and implement
pasy communications among processing st ps. If processing cannot be performed in steps,
at least 100 iimes as much data must be handled. The prozessing speed, on the other
hand, has to be about 1000 times faster in practical system operation when knowledge is
increased ten- to twentyfold in the future. Of eourse, the above estimate takes the effect of
compilation and improvement in coding into consideration. Moreover, modification of the
language specification and linkage to procedural languages were also considered.

The processing system used in this experiment is expected to handle a storage capacity
of 800K bytes at a processing speed of about 2K lips.

4.2 Qualitative evaluation

Ease of writing, reading, debugging, and modification may be considered to evaluate
a language qualitatively. However, methods for evaluating such attributes objectively have
not been established yet., Consequently, to evaluate Prolog, & program with functions at a
similar level was croated using a conventional procedural language. Then, the total number
of steps, numbers of modules, and number of steps per module were compared belween
Prolog and the procedural languasge to make an abjective evaluation.

(1) Comparizen with the procedural language

Two simple programs to perform word distinction, a basic operaticn of proofreading,
were created using Prolog snd Fortran (at the level of ANSI Fortran 66) and compared.
These are very short programs. The program outline is as follows:

s One noun, verb, suxiliary verb, and postpoesitional word
s Knowledge on the inflection of the four words listed above

s No handling of undefined words

{1) Number of steps
Frolog 643 steps

Fortran <[ 834 steps (including the COMMON statement)
1097 stepe (INCLUDE statement unuszed)

The ratio of Prolog to Fortran is 0.77 to 1 or 0,59 to 1,
16



{ii) Number of modules
Prolog 80 (types of predicate)

Fortran 17 (subroutines)

The average number of steps

Proleg 8

Fortran 50 {including the COMMON statement)
65 (INCLUDE statement unused)

(2) Miscellapeous findings

(i) Advantages of Prolog

e The module is easy to understand. This iz because the number of steps within the module
is small and the processing flow is continuous without labels.

» It is casy to handle character strings with random length and data (lists) with random
pumbers of items.

e There is no COMMON statement, which reduces side effects.

+ Leng parameter names are possible.
(i1} Passible improvements to Prolog

e There are differences with normal human thinking. For example, recursion is used instead
of an iteration. In cases when a procedural language version is easier to understand, it
would be a g-cd idea to link Prolog with a procedural language.

o Errors cause unexpected operation. For instance, when a parameter name is spelled
incorrectly due to a typing error, the system itsell could be used to check this and thereby
become even mere useful to the human user.

17



5 CONCLUSION

Kpowledge used in the proofreading texts to check word usage and proper nouns and
the results have been described. Also, Prolog in which the system is described has been
evaluated.

To check word usage, knowledge on infleclion, postpositional werds, and auxiliary verbs
derived from dictionaries was used. Al:o, a word dictionary, knowledge on source, and
knowledge on change of wording, derived principally from the stylebook used at the Asahi
Shimbun Publishing Co., as well as the Commen KANIJI Table were used. Due Lo limitations
of the processing system, about 10,060 lines of knowledge, that i, about one tenth of the
entire volume of knowledge was used in operation for system evaluation. As a result, the
Proofreader System pointed out undeflined words, incorrect words, words to be changed to
other words, mixed use of HIRAGANA and KATAKANA, and words written in KANA,

Proofreading of articles on personnel changes of directors working for companies listed
on the stock markel was used as an example of proofreading to check proper nouns.
Knowledge was created {rom the database of the Toyo Keizal Shinposha, One tenth of the
knowledge was use? ‘n the experiment to collate articles with the database. As proper nouns
rather often include KANJIT other than Common KANJI, knowledge on Common KANJI
derived from the stylebook used at the Asahi Shimbun Publishing Co. was combined in the
system. An example of proofreading usicg this knowledge was also deseribed.

Wken Prolog was evaluated, it was noted that 10 to 20 times as much storage capability
and smoother communication between p.ocessing steps will be necessary when processing
is performed in steps as in this experiment. Aleo the processing speed will need to be
ahout 1000 times as fast as that of the carrent interpretive execution Finally, Prolog was
compared to Fortran and programs written in Prolog were found to be easy to understand.
Some other findings of the comparison were also described.

In this study, as noted previously, data on newspaper articles from the Asahi Shimbun
Publishing Co. and data on directors of listed companies from the Toye Keizai Shinposha
were used. In additicn, the Common KANII Table and a part of the stylebook used at the
Asahi Shimbun Publishing Co. were input into the computer. I would like to express my
sincere gratitude to the Asahi Shirrbun Publishing Ce. ard the Toyo Keizai Shinposha who
kindly offered their data and spproved of the use of their materials. Also, I would like to
express my thanks to the Sharp Co:p. “or their help iv inputting and «diting the knowledge.
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