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ABSTRACT

The hasic software sysiem is a core
software for the Fifth Generation Computer
Systems. A bridge to fll the gap be-
tween a highly parallel computer architee-
ture and knowledge information processing
is stromgly needed in order to build a highly
parallel super computer for knowledge infor-
matlon proeessing. Im this preject, “logie
programming” was selected 22 a concep
tual bridge. The basic software system
is supposed to play the role of an actual
bridge. For the initial stage of the project,
it has been assigned to desipn the entire
system and develop the underlying technol-
ogF mecessary for implementing its subsys-
tems. Although this project has been in
operation for only two and a halfl year, and
achieved only 2 small portion of the ep-
tire research plan, we are convinced our ap-
proach based on logic programming is very
promizing. Thizs paper deczcribes the current
status on our research and development with
the basic sofiware system.

1 INTRODUCTION

The target of the Fifth Geperation
Computer Systems (FGCS) Project is to
build a highly parallel super computer {or
Enowledge informaticon processing. In this
project, "logic programming® was selected
as a bridge to 81l the gap between a
highly parallel computer arehitecture and
knowledge information processing, as shown
in Fig. 1.

To implement an actual bridge, a
sophisticated software system which we will
call the basic software system is required. It
is supposed to be composed of the following
five modules, as shown in Fig. 2:

1) Kernel languzge [/ Koowledge program-
ming languase

{2) Problem-solvicg and inference soliware
module

(3} Knowledge base management software
module

[4) Intelligent interface sofiware module
(5) Intelligent programming software module
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The initial stage of the preject will
be the development of the underlying tech-
nology mnecessary for implementing each
module. The modules will be develaped in-
dependently and will then be integrated to
form 2 total basic software system.

The integration, which is a crucial
problem in developing the Fifth Generation
Computer Systemsz, will be achieved by
using 2 common programming language in
their development. In this project, logic
programming has been selesied for this
purpose. The development of a series of
kernel languages, KLO, KL1 apd KLZ is
planned. These are logie pregramming lap-
guages which define an abstract interface be-
tween the hardware and the software. As
a first step in 1982, the machine language
KLO for the Sequential Inferemce Machine
{5IM) and its user language ESP (Extended
Self-contained Proleg) were designed as the
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Fig. 2 The basic sofimare svstem

common languages.

The language pair KLO and ESP is not
sufficient for the development of a final basic
software system which satizfies the target
shown ion Fig. 1. KL1 as well as its user
language Mandala are now being designed
for the purpose of developing a firm base to
achieve the target, The essential extention
of KL1 into Prolog is a stream-and-parallel
function which will be uzed to describe the
bebavior of multiple objects acting in paral-
lel and will be executed in parallel on a
Parallel Inference Machine (PIM). The user
language Mandals (Furukawa, et al. 1983c)
for KL1 iz also intended to be a knowledge
programming language for building werious
application systems related to knowledge in-
formation processing, This will enable ex-
traction of a large amount of paralielizm,
It 1s therefore important that each funciicn
in Mandala are implemented with the most
straightforward method pessible,

The integration of the problem-solving
and inference software module and ihe
knowledge base management software mod-
ule into a single fremework is planned, apd
these two modules will be combined using
Mandala to establish a powerful knowledge
representation system.

As far as the problem-solving and in-
ference function is concerned, the greatest
challenge for the next stage is to incorporate
parallelism. Cooperative problem solving
will be the key issue in achieving this goal.
We investigated to implement a few parallel
ipference engines in Mandala., Copcurrent
FProlog (CP) interpreter written in CF is cue
example. Another example iz a pure Prelog
interpreter in CP. The implementation of a
first order theorem prover is planned as well
23 a term rewriting system in KL 1.

Io duslicg with knowledge base manage-
ment fu-siions, the areas requiring special
attention are (1) how to deal with very large



knowledge bases, (2) the investigation of the
knowledge acquisition problem and (3) the
design of a knowledge representation sys-
tem.

With regard to (1), the newly developed
Prolog machine PSI (Perzopal Seguential
Inference machine) and relational database
machine Delta are going to be connected via
loeal area petwork INI (Iuternal Network in
ICOT) as a first step toward realizing a very
large knowledze base.

For (2), knowledge acquizition problems
Lave been approached from a logical point
of view. Formulation of consistency check-
ing, rule induction from a set of facts and
truth maintenance in a logical framework
were implemented in Prolog using the meta
programming feature.

For {3), these two svsiems will be
rebuilt in KL1 and will be combined using
Mandala to realize an ultimeste knowledge
representation system in the mext stage.

telligent man-machine interface func-
tions and intelligent programming functions
have alsc besn studizd within the basic
software system’s research. This research
plays a double rele in the FGCS project:
the establishment of teckhniques for building
parts of the bazic software system and the
evaluation and inerease of the vzefulness of
the lngic programming approach.

For the intelligent map-wachine jn.
terface function, we cozceptrated on
natural lamguage undersianding research
and pursued three subjects: {1} the develop-
ment of a powerful parsing system, (2} the
investigatior of the discourse updersiand-
ing problem, and (3) the design of a set of
machine readable dictionaries.

For the intelligent programming func-
tion, many ratber independent research
activiiles were being performed to deter-
mine the key issues reguired for realizs-
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Fig. 3 Conceptual configurniion of KL1

ticw of the function. They inpclude software
specification, program understanding, pro-
gram verification, program transformation
and sutomatic programming,.

In the fellowing, more detailed deserip-
tions will be given for the above five modules
of the basic soliware system.

2 KERNEL LANGUAGE

The kernel languape for the Fifth
Generation Computer Syztems will evalwe
from KLO, the machine language of SIM de-
veloped in the initisl stage of this project.
It will be further developed through KLI,
which is being developed lor use in the inter-
mediate stage and beyond with primary em-
phasis placed on 1he extenzion of the paralle!
execution function, and will become Kernel
Language version 2 (KL2), which will have
knowledge representation support function
and will be developed in the intermediate
stage and uszed in the final stapge.

This paper will coneentrate op KL1.
KL1 has feer majer funeiions as thown in
Fig. 3. Ther are the and-parallel function,
the or-parallel function, the modularization
function (Farukawa, et al. 1983b) and the
meta-inference support function. In the
following, each function will be deseribed
briefiy.

(1) Ard-parsile! function

The and-paralie] function is introduced




to describe the behavier of ohjects in
a problem demain and thereby to sup-
port object-oriented programming (Shapiro
1983a). There =zre several logic pro-
gramming languages with and-parallelism;
Helational Language (Clark, et al. 1981),
PARLOG (Clark, et al 1984) and
Concurrent Prolog (Shapiro 1982b, 1953b,
1983¢, Takeuchi 1982, 1923, 1984). The
detailed design of KL1 iz not finisked yet,
but these languages will greatly afect the
design,

{2) Or-paraliel function

A very important element of KL1I is the
or-parallel function. Among the many ap-
plications of knowledge information process-
ing, ihese intended to achieve what might
be considered as artificial intellizence often
deal with problems that can be solved only
by zearching for :cluticns among & Dum-
ber of possibilitizs. The or-parallel function
hapdles such search problems. The rela-
tionzl databasze machine developed in the
initial stzge of thiz project can be regarded
as a kind of scarch-zll-solutions machine.
Pure Frolog, which is obtained by eliminat-
ing teguerntial contral from standard Proleg,
iz a language for representing the search for
all solutions.

These two constituent elements of KL1
— anpd-paralle] function and the or-parallel
function — are connected by the stream-
set interface. In cther words, all sclutions
are obtained as a set in the or-parallel sub-
system.  This set iz then handled in the
and-paralie! subsystern as a stream of data
{Hirakawa, et al. 1983b, 1984a, Yokomori
1584).

(3) Modularization support function

Ope major requircment of KL s
the eficicot implementation of Mandala,
an objeci-oriented knowledpe programming
languaze based on L1, ' Tonetion to sup-
port moduolarization apd & meiz-inference

function are necessary to meet this require-
ment. These two functions are closely re-
lated. The modularization [uncticn has
twoe objectives: one is to improve software
development (program generation, manage-
ment, ete.) at the system program level,
and the other iz to support the strocturing
of knowledge into hierarchies and multiple
warlds,  Basic functions are to be imple-
mented in KL1 to attain theze poals. These
include localized predicates nsed exclusively
in modules, the external reference function
required to parameterize modules, and the
h;i:ra.n:]'_'lca! :.er;t.uriug of I‘.L:.ur,lulus,

(4) Meta-inference support function

Although it is extremely difficult to
realize efficient implementation of meta-
inference function, sueh realization iz not
only important fer the implemesntation of
Marpdzla, as described above, but aizo
greatly infiuences the implementation of an
intelligent editor and debugger, the develop-
ment of interfaces among machines operat-
ing in parallel, and applications of coopera-
tive problem solving. The meta-inference
functions zre based on the modularization
support function, which includes operations
for solving given goal by specifying a com-
piled program {Kunifa}i, et al. 1884a,
1984L),  Using this function as the core,
it i3 necessary that control methods be
parameterized to facilitate more flexible
control.

The preliminary specification of HKLI
was published in 1983 [Furukawa, et al
1984b) and language details are now being
designed. The previous specification was
reviewed in terms of efficiency by actueally
developing a prototype of the language
processor (Miyazaki 1984, Ueda, et al, 1983,
1984). The cxpressive power of KL1 was
alzo ipvestigaied by writing a simulation
program of & small electronic circuit in
Mandala, the user lapzuage of KL1, It
turned cot that the eficient implementa-



tioen of the modularization function and the
meta-inference function is the key issue in
achieving kigh efficiency in such complex
programs as those used in real application.

3 PROBLEM-SOLVING AND
INFERENCE IS5UE

The problem-solving and inference
software medule and kopowledge baze
management soltware module are the two
central parts of the kneowledge informa-
tion processing svstem. One of the most
siznificant research iteiws plaoned for the in-
termediate stage of the project is Lthe iocor-
poration of parallelism with those modules,
Therefore, it s necessary that the problem-
solving and inference software module as
well a2z the knowledge base management
software medule are designed so that they
can be integrated into a paralle! execution
environment.

There are two importent factors ino
designiig 2 medule for a parallel execulion
envircoment. Omne is to achieve parallelism
of the problem-solving function itself. The
other is to contrel problem-solver: operating
in parallel. Io addition, in dezigning sub-
modules, conzideration was given to high-
level inferemee functions fer selving more
fundamental questicns.

The goals for the ipitial stage were
(1} extraction of the key f{unctionz /[
components necessary for developing the
problem-zoiving  and inference software
module in the next stoge, snd {2} the design
of each [unction [ component by prototyp-
ing. Estracted functions / components are
i1] parallel inference function, (2] meta in-
feremce function, 2nd [3] powerful infercoce
cngines. In the following, each functicn /
component will be described briefly.

(1) Parallel inference unction

The aims of introducing the parallel in-
ference function are not only to speed up

the inference precess but also to enhance
inference capability to realize distributed
problem solving. This function is deeply re-
lated to the problem of parzllel exesution
of logic programming languages. An or-
parallel Pure Prolog interpreter called POPS
[Hirakawa, ef al. 1983b]} was developed in
CP. It performs or-parallel computation by
coaverting it into stream-and-parallelisin in
CP. With POPS, a lazy computation was
successfully realized =2z well az eager one
(Hirakawa, ef al 1984a).

Az far as distributed problem solv-
ing is concerned, Shogi (a chess-like game
in Japan) was selected as an example
domain and the human preblem selving
at the end game of a Shepl pame was
investigated. It turned cut that dis-
tributed problem solving gives a global
framework for formulating it and a new
medel called knowledge architecture was
proposed (Kondou 1984), which consists
of field (feld functions as communication
media), cognition-type knowledge, memery-
type knowledge, contrel-type knowledge and
object model {cbject model corresponds to
the game board in Shozi).

(2) Meta-inference function

Luferense processes ey be coulrolled
by directly aitaching rules o be applied
after to each rule or by constraining the
use of rules by more general {eg, gram-
matical] rulez. The meta-inference fupe-
tion controls inference vsing such control in-
formation (Munifuji, et al. 1984a, 1934b,
Nakashima, et al. 1984).

The demo predicate is well known as
a tool for implementing the meta-inference
function in a sequential execution environ-
ment. The demao predicate has the function
of demonstrating that the given goal state-
ments can be proved in a set of axioms, usiog
the piver control information. We have de-
veloped = predicate called simulate, whizh



performs the same function in a parallel ex-
ecution environment. The simulate predi-
cate is also used to implement the Mandala
interpreter {Kunifuji, et al. 1984a, 1984hb),

{3) Powerful inference cogines

Since the built-in inference engines in
KLl are Horn clause deduction engines
for Pure Prolog and Concurrent Prolog (or
similar siream-snd-parallel language), more
powerful inference epgines are peeded for
many purposes such as nablural language
cnderstanding, formula manipulation, game
playing, program synthesis and so on.

Twoe inference engines were investigated
for that purpese: a first order theorem
prover and a term rewriting system. Two
types of Orst order theorem provers were
designed and implemented based on linear
resolution {Mulai, et &/ 1984} and lock
resclution,  lo additien, it was expected
that another pessible inference mechanism
would be found which could be zpplied to
build PIM {a Parallel Inference Machine).
It turned cut that lock resclution is a
suitable strategy to incorporate parallelism
in theoremn proving,

Te extract an aciual requirement frem &
real world applicaticn, an automatic layout
preblem in electronic circuits design was
investigated (Koseki 1884, Mitsumoto, et
al.  1984Db, Morl, et al  1984a, 1984b).
The research revealad that we ueed special-
ized inference components fer dealing with
lower level processing such as performing
a fast sysiematic algorithm in wiring and
displaying an obtained layout on a graphic
terminal. It may be a temporal situa-
tion that such exira componeuts other than
logic programming are needed. However,
at least currently, the conmectiovn belween
Proleg and Fertran turned out to be quite
useful in develeping real world applica-
tion sysiems (Gole 77" Mitsumoto, et
al. 19842), Two-dizensicra, programming

was also investigated aiming for providing
a basic technique to deal with spatial prob-
lems (Furukawa, et al. 1983a).

4 KNOWLEDGE BASE
MANAGEMENT ISSUE

The knowledge base management soft-
ware module constitutes a central part
of the basic software module as well as
the problem-solving and inference software
module.  This issue was approached by
stedying four topics: (1) realization of a
very large knowledge base, (2) formula-
tien of knowledge acqguisiticn in logic, [3)
design of a knowledge representation sys-
tem, and (4) development of expert sys-
tems. These studies will be refiected to build
the kpowledge base manaszement software
module in the next stage. The following are
descriptions for eack topic,

4.1 Very Large Knowledre Dase

As 3 frst step toward constructing a
very large knowledge base, combinizg a
Hern clanze deduction system with a rela-
tional database in both ke hardware level
znd the software level has been attempted
(Kitakami, et al. 1984e).

For the hardware level connection, a
methed for combining the newly developed
Prolog machine P51 with the very large rela-
tional database machine Delta via the loeal
arca netwerk INI is being investigated. At
the same time, the mechanism for directly
connecting those two machines ie alzo inves-
tigated.

Far the soffware level econnection
(Kitakami, et al. 1984c), a pew method
for linking Horn elause deduction with rela-
tional algebra was proposed (Kunifuji, et
al. 1982, Yoketa, et al. 1983a, 1983b). It
is based on s so-called compiled approach
and it generaies a sequence of relational al-
gebra formulas to bhandle queries on recur-
sively desned relations.



Ap experimental database management
gystem supporting the actual combination
of PSI with Delta has heen designed and
iz being iwplemented on PSI It is called
KAISER (Kpowledge Acguisition-oricnted
Information SupplhilfH} and 1t 2lsc includes
such functions as user friendly interface and
knowledge aequisition suppert.

The knowledge poquisition tssus will be
discuszed later in more detaill. KAIEER
also provides a prototype of 3 distributed
koowledpe bate syslem since it manages a
local databaze of P5I as well as the global
datzbaze in Delta. A relational database
svatem on P5S1's file sysiem was also designed
and is being implemented to realize the Jocal

Ar far as the uvser friendly interface
is copcerned, the main cmphasis was put
on copversatien conirel such as recognizing
the change of topics and guessing elliptical
input. The target is Lhk:= copstruction of
a rather domain independent couversation
contrel system which will be used in many
dilerent actval situations (Miyachi 1954e).

4.2 Knowledge Acequisition

The kreowledge acquizition problems
have been approached from a logical point of
view. As a consequence of the epistemelopi-
cal analysis (Kunifuji, et al. 1984¢, 1984d},
it was found that the koowledge acquisi-
tion process consisted of the knowledge as-
similaticon process (Mivachi, et all 1883a,
1983b, Wuanifuj, et al 1983a), the
kuowledge accommodation process and the
koowledge equilibration process. Therefore,
KAISEH has the k!’.‘nw]nﬁge ac{‘luislti,nu
functions (Kitakami, et al 1983c, 1983,
Kurifuji,et 2. 1984c) which support the
above-mentioned processes. Using a meta-
inference function, all of them have been
systematically implemented in Prolog. The
conceptual disgram of these functions iz
shown io Fig. 4 [Kitakami, et al. 1983,

inference \I

mechanism |

Prolopr Syslem

Fig. 4 The knowledze aequisition medule

1954a). The diagram consists of several
functicns such as, the meta-inference func-
tion, the koowledge assimilation functicn,
the koowledge accommodation fupetion,
and the knowledpe equilibratien function.

The meta-inference [unction contreis
({monitors) informeation sboul Low o use
object knowledgze. The meta-inference
mechanism (Kunifuji, et al 1983L,
Hitakami, et al. 1983e) i3 essential for the
implementation of the kneowiedge acquizi-
tion process. o short, Lhe “demo” predicate
suggested in {Bowen, et al. 198Z2) is used as
the primitive in this function, and is imple-
mented by extending a Prolog ioterpreter
written in Prolog.

The knowledge zssimilation fonction
(Mivachi, et al. 1984, 19840, Kitakami, et
al, 19833, 19830) svslematically assimilates
knowledze from the external world that does
not contradict the requirements of the jn-
tegrity constraints (Kitakami, et al. 1953d)
specified in the knowledge base. At the same
time, the function is optionally provided
with 2 mechanism to remove redundancy
(Mivachi, et al. 1984b).

In the knowledge accommodation proc-
egs, an erroneous plece of knowledge in the
current knowiedpe base is corrected to avoid
inconsistency assuming that new facts are
true. Az experimental koowledge accom-



modation system (Kitakami, ef al 19383d,
1983, 1984a) was developed by enhancing
Skapiro’s Model Inference System (Shapire
16822) using the idea of integrity constraints
which describe gemeral copditions that a
class of models has to satisfly. Dy this en-
hancement, we succeeded in reducing the
amount of aegative examples given to the
system for locating bugs.

The knowledze equilibration funetion
(Kitakami, ot &l 1954c, 1984d, 1984e)
has a function to adjust consisiency be-
tween premise-trpe koowledpe and assume-
tvpe knowledge (belief) (Kitakami, et al
1984b). It provides a function to revise
a3 beliel in a truth maintenznce system
(Dovyie 1979, Goodwin 1982, Martins 1283).

Belief revision is realized by constructing a

proof-iree through a meta-inference process
and replacing the most oncertain piece of
knowledge in the proof-tree by the alterna-
tive given by the user, if any, or the negation
of the origing] one.

In KAISEHR, these funstions were rezl-

ized elegantly by enhansing the “deme™

predicate refered to above (Kunifuji, et al
1984b). This demonstrates the advantage
of the choice of logic programming. In the
future, an intezrated knowledge acquisition
s¥stem on KL 1 will be developed io increase
eficiency by making it to ren in pzrallel,
and also to combine with Mandala.

4.3 Knowledge Representstion

Koowledge represemiation is a major
challenge for research im ariificial intel-
ligence. Since it is ar extremely difficult
problem to invent a siagle formalism to rep-
rezent all kinds of knowladpe, a knowledge
preogramming language which can be used to
build specialized krowledpe representation
s¥stems was desigoped zod jmplemented.
At Working Groeup 4 (chairman: Prof.
{izoguehi, ¥., a com—. . eharge ef in-
vestigatiog consulintion crsues, ). a prelimi-

rary study was made for designing such a
language (Mizoguchi, et al. 1984). The lan-
guage is called Mapdala {Furukawa, ¢t al.
1983¢, 1983d, 1984a) and a detailed descrip-
tion iz given in {Furukawa, et al. 19R4c)
Mandala is expected to play an impor-
tant role in the Fifth Generation Computer
System, as shown in Fig. 2. The features
are summarized as follows:

1. It is not cnly a knowledge pregramming
fanguage but alio a basis for a knowledge
base manpagement system.  The nature
of tkis duality comes directly from the
capability of double interpretations of Horn
clauses: procedural interpretations and dec-
larative jpterpretations.

2. It ivcorporates parallelism beth in prob-
lem dessription due to its ability to support
object-oriented programming, and in execu-
tion due to the property of its base language
KLI.

3. It provides a variety of program-
ming styles, thus becoming a powerful ool
for describing knowledge information svs-
tems.  Particularly, it enables dynamic
bebavioral description a3 well a: static
properiy description.

Strong programming suppert is neces-
sary to allow the user to utilize Mandala
as a knowledge programming system. The
knowledge base editor plays the rele of
such a support system. As indicated
by the dual nature of Mandalz, the
kpowledge base editor is analoguous to a
support environment for normal program-
ming functicns, such as tracer, debugrer,
apd editor. Parallelism has become more
imporsant as the basze programmipog lap-
guage cvolves from KLO to KL1. An ap
preach utilizing the kpowledge program-
ming syctem may be more suecessful in
implementiry these features. In Mandala,
knowledpe 15 lormalized in predicate logic,
which f:-ilitates knowledge baze manaze-



ment funetions, such as consistency check.

The knowledge base editer edits pro-
grams representing knewledge written in
Mandala. Here, editing not only means the
editing of static programs but also editing of
worlds manipulated by programs after these
worlds have been changed. Therefore, Lhe
knowledge base manager and the user inter-
face, which are both reguired at the time
of program execution, are also regarded as
constituents of the knowledge base edilor.
The unit-world and the instance editor edit
basic elements of Mandala - unit worlds
(framments of KL1 programs, modules) and
instances (running processes of KL1 pro-
grams), respectively. A prototype of a
knowledge representation system [or natural
lanzuaze understanding research was imple-
mented in Prolog (Sugiyama, et al. 1983).
It was utilized to design the knowledge base
editor for Mandala as weil as the one for

ESP.

4.4 Expert Systems

In this =ection, the experimenial
knowledre utilization system i3 described.
The aim is to clarify what function is needed
for actual vse, and therefore, what ability
is required for the knowiedge utilizing com-
puter system.

Starting from preparztory iovestiga-
tions in fiscal 1982, two experimental sys-
tems, a Japanese proofreader system and a
logic design support system were selected,
MNow, both experimentzl systems are under
implementation.

4.4.1 Japanese proofreader system

The Jepanese proofreader system iz a
knowledge utilization system which finds er-
rors in Japanese text and corrects them
when poszible, This system is assumed to
form a part of a computerized Japanese
documents preparation system.

First, proofreading techniques were
studied aud computerization capabilities
were considered using about 4,000 lines of
data obtzined from a Japanesc pocwspaper
company. Hesults showed that 56% of the
corrections needed in-depth sentence or text
enderstanding to cemputerize. This is left
as a future problem.

On the other hand, 44%% of the corree-
tions were relatively easy to computerize un-
der present conditions, using knowledge in
dictionuries and a stylebook, and by cen-
suiting directories (Ishii 1953b, 1984), Thus,
the svitem was desigoed to haadle such
knowledge effectively. The knowledge struc-
ture is ao importaot problem and has been
studied carefully (Izhii 1983z).

4,4,2 Logic design support syitem

The logic design support system is a
knowledge utilization system that processes
the logic design of computer hardware.
Thiz system converts design speciflcations
provided as hardware operation algorithms
into connections among exisiing circuit com-
ponenis.

Using only mechanical conversion proc-
eszes, redundant design would be obtained,
rendering the system useless. Conversely,
buman beings use various types of know-
how aceumuiated through experience to gt
a good design.

The logic design support system aims at
incorporating such know-how in Proleg and,
thus, at achieving greater sophistication in
lagic desizn by computer (Mzreyama, ef al.
1524). It turned out that such know-how is
well deseribed in Prolog. Use of a structured
knowledge representation system will also be
a future problem.

E INTELLIGENT MAN-MACHINE
INTERFACE

5.1 Parsing Eystem



The purpose of this research 13 to de-
velop a parsipg system which provides users
a high level prammar description languzge
and an efficient syntactic analysis facility.

Our approach is based on logic pro-
gramming langusge. As already pointed
cut, legic programming language and the
Context Free Grammar (CFG) have a close
relation, ie. a Horn elavse can be seen as
providing the procedural interpretzation of a
CFG rule. It is natural to take the CFG as
the basis of our syotactic analysis. Our main
concerns are the development of 2o eficient
analysis methed for CFG con logic programs-
ming language and the desicn of a Hexibie
and powerful grammar description system,
There are two major parts in the research |
i.e. asyntactic analysiz method and a gram-
mar description system. Following is a short
report on Lhelr current status,

5.1.1 E}-rnutti: analysis method

We developed an avgmented CFG
parsing system, called the BUP system,
in cooperation with ETL (Electrotechniesl
Labeoratory) and TIT (Tokyo Institute of
Techoology) (Matsumets, et al. 1933,
Tanaka, et al. 18B4a, Yokoi, ot al. 1982s,
1982b). The parzer emploves a bottom-up
depth-first elgerithm and is naturally em-
bedded in Prolog., This feature makes the
parser efficient. Furthermore, the BUP sys-
tem employes the oplimization methed by
recording the intermediate results of a pars-
ing process. It also comprises several tools
for grammar developmernt; the BUP tracer,
the BUP trenslator, the epsilon reducer, and
50 00,

Besides the development of the BUP
system, we developed a method for ap-
plying parallel cxecution mechanisme to
syotactic analysis.  The paralle!l parsing
system is based on the chart parsing al-
gerithm, and implemented in Concurrent
Frolog (Hirakawa 1982a, Hirakawa et al

1983b, 1984b). The parsing model comprises
the multiple processes and messape Lransfers
between them,

In connection with a parsing sysiem,
a morphological analysis system has been
developed for analyzing Japanese sentences.
Sioce it is an agzlutinate lanpuage, the mor-
phological processing of Japanese is more
complicated than English. The morphologi-
cal rules include word-inflection information
and word-connection conditions. The mor-
phological rules are represented by DCG
deseriptions [Mirvoashi, et al. 1983).

5.1.2 Grammar deseription system

The main concern is the research on the
formal system for representing grammatical
relations. The system is indispenszable in
checking the grammaticality of a sentence
and in maintaining a large-scale grammar.

ln practice, the new grammatical
thecries in current linguistics, LFG and
GFPS5G, are adopied as candidates for our
system. They provide unjverzal zccounts for
linguistic phenomena and a powerful gram-
mar description systerm with a highly up-
derstandable form. Hence they are useful
in syntactic analysiz. The LFG system is
implemented in DEC-10 Prolog [Yasukawa
1883, 1954). The computatiopal meeckanism
of LFG can be realized by intreducing
the eguality co fstructures into Prolog.
The grammar rules of LFG can be trans-
lated into DCG rules. Both top-down and
bottom-up parsing strategies are applicable
tothem. The implementation method of the
GFSG system is currently being discussed
by ICOT's Working Group 3 (chairman
Frof. Tanaka, H.)). The research topics
are an eficiept parsing algorithm for the
GPS5G framework and development of a
basie Japanese grammar in GPSG.

Fror uhe view of the refipement and
extensic of DCG, the GDLO (Grammar



Deseription Language 0) is designed and
implemented in DEC-10 Prolog (Morishita,
et al 1984). The GDLO intrcduces
the data structures for grammar categery
definition and macro facilities for improving
the readability and modifiability of gram-
mar.  Alse, a pgrammar description sys-
tem based on the comcept of an object-
oriented programming language is developed
(Miyoshi 1984). This system introduces the
notion of class in deflning grammatical rela-
tions such as Head feature Convention and
Caontrol Agreement Prineiple.

In the future, we will continue the
research and development concerning the
grammar description system. It is neces-
sary to refine and extend the system, includ-
ing the intreduetion of a paralle]l execution
mechanizm.

5.2 Diseourse Understanding System

Ta establizh a computational model for
diseourse understanding is an important and
challenging preblem in natural languzge un-
derstanding. The model has tight connee-
tion to the problem of building a flexible
and uwser friendly natural languzage interface
{Joshi, et 2l 1984) into FGCS. In this
subzection, we will describe a briel outline
af our approach to discourse understanding
and then describe our currect research ac-
tivities.

5.2.1 Pasie ideas

There zre zt least four important fac-
tors in a discourse model. They are called
speech act, coherency, presuppesition, and
mutual beliels, The speaker and the hearer
compute these factors by using so called dis-
course maxims, i.e., the pricciples of cou-
sistency and optimality for communication.
This 1mplies that the system must have n
powerful inferencing ability.

We adopted the following views on dis-

course understanding:

(1) diseourse upderstanding is a8 dynamic
process where the computatiopal prio-
ciples are conzistency and cptimality for
comimunication,

[2}) ihe goal of the process is to construct a
world model for the {(written) utterances
and mutual heliels between the par-
ticipants,

(3) the process repeats cycles of geperat-
ing bypoibese: aboul a partial model
of the world and testipg them using
knowledge about the world or the dis-
courge partner,

{4} the real world consists of events and
objects which stand in various relation-
ships with cach cther, and

{5) the world model under construction is
fed back to the knowledge component
of the system,

(6) the theory of a mental medel 2nd action
have a crucial role in discourse-under
standing.

Char basic Lool iz situation semantics

(Barwize, ef gl 1983) developed at Stanford
Univerzity by J. Barwise & J. Perry at a new
paradigm for model theoretical semantics of
natural languages, The theory seems to be
well fitted to the above views. During the
first stage, eflorts will be directed toward
anzlyzing disceurse in Japanese.

5.2.2 Current activities

In the current state, we are designing a
prototype for 2 discourse undersianding sye-
tem influenced by situation semantics. The
system wiil read a story writien in Japanese,
construct situations described o it, aud then
answer to various types of questions about
them.

As a case study, we choze a portion
of a storr texi in Japanese. It deseribes a
dangerous siteation in & flying air eraft with



many passengers which ha: ensine trouble.
In the story , there are several occurrences
of action including speech acts between the
captain and a stewardess of the air craft who
are trying to do their best in the difficult
situation.

We have been trying to analyie the
meaning of the sentences for nearly one year.
We found that there were many difficulties
in giviog complele meanings to all the zen-
tences in the text.

The difficulties are In the follawing
areas;

{1) the meanings of guantified noun phrase,
adverb phrase, auxiliary verb, and
speech act verk,

(2} sentence or phrase ellipsis,

(3) the representation and use of various
types of knowledge to control sentence
interpretation, and

(4) the dynamics of the focusing process,

We think siluation zemantics is zurely
a promising theery for dizcourse computa-
ticnal models, To solve these difficulties,
we are tryiag to recapture the framework
of language understanding in the light of
situation semantics. Thiz iz necessary be-
cause it is one thing to define the meaning
of a natural language sentence and znother
to understand its meaning.

Following are a few related technical
memos (Mukai 1984d, 1984, Susuki 1984},
Caze analyses of real discourse texts iz a
current topic at our working group WG3,

5.3 Machine Readable Dictionary

For the Fifth Generation Computer
Project, it is extremely important to de-
velop a sufficient amount of languagze data,
above all - machine readable dictionaries
which can be utilized freely. They are
the fundamental database for the research
on natural langusge processing and on

the knowledge base, etc. These machine
readable dictionaries will be transfermed in
the future iote a number of application-
oriented dictionaries, e.g. a transfer diction-
ary for machine translation and a semantic
dictionary fer text understanding.

The Hesearch Group on Machine
Headable Dictisnary (chairman:  Prol.
Ishiwata, T.) has planned the dictionary
develapment. The development process is
divided into two stages. In the first stage
{three years from 1984), we will develop four
general purpose master dictioparies as fol-
lows (Ishiwatla, et al. 19584) :

» Japanese diclicnary
» English-Japanese dictionary

s Japanese-Epglich dictionary

English dictionary

Each master dictionary will contain the
grammatical information described in stand-
ard published dictionaries and also that in
the one oriepted for computer processing.

In the second stage (two years {rom
1987), information about semantics and
deep cases will be added and trapsformed
into various application dictionaries such as
the one for machine transiation.

One of the purposes of the machine
readable dictionary development is to
provide the tools for deep semantic analysis.
In Working Group 3, a: an approach to
achieve high quality natural language trans-
iation, the features of zp actual translation
by = professional translater bave been inves-
tigated (Tanaka 1984b). As a preparatory
experimental dicticnary system for seman-
tic apalysiz, 2 small scale dictionary is being
developed with an entry number of 3000, Tt
will contain a thesaurus and deep case iofor-
mation. This will be used for the text un-
derstanding svstem, In order to investigate
the conteoxt where a specific word is used, an
on-line XWIC (Key Word In Context) sys-



tem bas becn developed. This is a useful tecl
which pravides a user with a lot of linguistic
information.

& INTELLIGENT PROGRAMMING
SYSTEM

6.1 Programming FEovironments for Logic
Programmiog

An advanced programming system on
SIM iz pow under development, s details
are reported in another paper {Takagi et al
1984). This sclivity seeks to get an actual
base and experience for the study of an in-
telligent programming system.

A brief sketch of the SIM programming
system follows:

It is designed as a collection of expert
processes, A special expert Coordipstor
manages these expert processes. Trypieal
experts are Debuzger/Interpreter, Editor,
and Library. Debugger/lnterpreter inter-
prets programs and provides debugging in-
formation copcerning the control fow of the
programs on the Procedure and Clause Box
Control Flow Model. Editor (named Edips)
iz a siructure-editor designmed to be espe-
cially convenient for editing E5SP programs.
Library supervizes class registration, loading
program files, compiling, 2nd building class
objecis by inheritance analysis.

Currently, these expert processes are
not very intelligent. However, their iotel-
ligence will become gradually higher by ad-
ding problem-solving and knowledge-base
functions to their interpal mechanisms.

6.2 Program Specilleation, Verileation and
Transformation

In the intelligent programming research
field, there are three major research com-
]}C-EED'LE.'

 program specification

» program verification

= program transformation
6.2.1 Mrogram specifleation

One of the most difficult parts of
Software Epgineering Research is the pro-
gram specification system.  {Staunstrup
1881) In general, we are ioterested in
both the infermal (easy to upderstand)
cpecification and the formal {logically estab-
lished) specification.

« Natural fanguage specification: For io-
formal specification, we are interssted in
patural languages, especially in Japaness.
In this regard, we are cooperziing with
the TELL preiect of Tokyve Institute of
Technalogy, led by Pref. Tnomote, H,,
where both English and Japanese arc
considered in a jimited syntactical form
(Enomoto et al. 1984a).

There are two approaches for Jormal
specification:

o First-order predicate caleulus: This is 2
reazcnakble approach a: logic program-
ming has been adopted in our research
base. The verification system is developed
in this approach,

= Temporal logic (Enomote et al. 1984b):
The predicate ealeulus appreach has the
problem that it eannot deseribe the
dynamic behavior of the syvstem. The
temporal logic framework is being inves-
tigated to {ill the gap.

There are also other approaches, for ex-
ample,

s Programming language itsell; Preleg it-
sell can be regarded =23 a workable
specification

Op the other hand, a support system
for specification should be developed. In
thiz line, several attempte were made. e.g.
(Enemots 1983, Sugimote 1984a, 1984k)



6.2.2 Program verifleation

A verificaticn system for Prolog pro-
grams is now under development. It
is expected to be a foundational work
for research of “Ipteliigent Programmiog
Systems”, In the desigr of ocur verification
system, we tried to clarify the possibility
the paradigm of logic programming provides
us and to take advantage of Prolog charae-
teristics as far 25 possible. It is especially
useful that Prolop execution is a kind of in-
ferenee and that Proelog semauntics iz formu-
lated very simply snd succinetly in the first
order semantics.

First order inference in our verification
system takes an extension of execution style,
The main inferences are done like the execn-
ticn of positive goals or like the “Negation
as Failure” for nepative poals. These tules
pius the caze splitting and the simplification
rule are powerful emough to prove many
propertics of Prolog programs (Kanamori
1924a).

The applieatien of computational in-
duction to Frolog is mueh simpler than
that to functional programs, because it ean
be done staying within the simple first
arder semanties that Prolog is based on.
Induction fermulas generated is also simple.
This makes the verification efficient and it
complements the overbead of the first order
inference. (Kanamori 1984b).

Many BMTP(Boyer Mooare Theorem
Prover)-like heuristics controllizg tle ap-
plications of inferences and lemmas are in-
tegrated into the system. Especially a newly
developed type inference method for Prolog
is uzed effectively. (Kanamori 1984c),

6.2.3 Program transformation

Program transformation is a promising
methodology for producing a correct pro-
gram frem a given {valid) specification.

From the thesretical viewpoint, it is
necessary Lo verify the “correctness”™ of
the transfermation steps. Tamaki provides
the framework for this equivalence preserv-
ing transformation (Tamaki 1983, 1084a,
1984b). Fuchi excmplifies the transforma-
Lion technique to generate the pure Prelog
interpreter (Fuchi 1984).

6.3 Specifle subprojects, CAP and ACT !

Working Group 5 {chairman: Prof
Hirose, K., a committec in charge of fun-
damental theory) has been investizating
the current status and future trend of the
theoretical aspects of computer science. On
the basis of the resultz obiained from the
investigalion, WG5S set two specific research
projects. They were named CAP (Computer
Aided Proof) and ACT™! (Thesretical
Computer Architecture).

6.3.1 CAP

The CAP project is an attempl to
create proof checkers for some concrete
theories in order to investigate artificial in-
tellizence for solving mathematical prob-
tems and the ideal man-machine interface
in such activitics, We selected the foliewing
three target theories for the CAP project.

» Linear algebra
= Symbolic arithmetic
« Synthetic differential geomelry

The frst, linear alzebra, is the most
familiar of the three and peed pot be ex-
plained. The first target of proof checking
iz a textbook fer a frezhman course.

The second, sywbolic arithmetic, is
originated {rem a series of works by Sato
(Sate, et al. 19B3a, 1983b, 1984a, 1984h,
1984c). Programming language Quie, which
itsell is based on this theory, will be used
for the implementation of the system. The
appealins point of this theory is that the
theory :.lows sell reference as with the



Peano arithmetic. Therefore, the final goal
will ke the prool of the incempleteness
theorem of the theory,

The last, synthetic differential geometry,
is a very new area of mathematics originated
by Kock (Kock 1981). This theory intends
to study differential geometry in a synthetic
manner by introducing infinitesimal objects.
The project 1s still in the stage of basic
theoretical survey and aciual implementa-
tion will start mext year.

6.5.2 ACT

MNew programming paradigms such as
legic programming, [unciional program-
mirg and object oriented programming
are providing impetus %o the researches
of ACT™!. Currently, the above three
paradigms provide the zeparate conceplual
framework within which we reason about al-
garithms. Moreover, each has an underlying
computational model; e.g. Brst order preds-
cate logic for logic programming, lembda
ealeuius for functional programming and ae-
tor model for object oriented programming,

COur research henee consists in:

s identifying the differences ard similarities
of the three paradigms at the level of Lthe
computztional model;

o seeking, il postible, the methods of unify-
ing the above three paradigms 2t the com-
putation level, er at a lower implementa-
tien level;

» exploring the means for exploiting paral-
lelism (either implicit or explicit) in the
above paradigms;

= evaluating programming techniques de-
veloped in each programming paradigms,
e.g. lary evaluzstion zpd stream com-
mupication using d-1ist;

» analveing the complexities invelved in the
several implementation: of the computa-
tion models;

» reviewing the current techuoelogy (of beth
bardware and sofiware) for the realization
of the computation medels;

+ relating the computation medels (in the
sense of points 1 and 2 above) to the
more specific implementation oriented
computation models such as the data flow
model apd the packet reduction model.

At the present research stage we are
concentrating our efort on the theoreticel
aspects of computer architecture rather than
the implementational aspects.

fl.4 Transfer to Existing Teehnolozy

For research cn intellizent program-
ming, it is wery important to keep tight
contact with existing sofiware technol-
egy. Therefore, a special Working Group
{chairman: Prof. Saito, N.} was organized
to study opinions, expectations and re-
guests by the software industry to the FGCS
project. This group iovestigales such sub-
jects as how {o apply new techneologie: to fm-
prove software development environments.

As ancther activity for this purpose, de-
velnpment of a concrete system for applving
results of this preject to problems in actual
software development is being tried. Study
and development of the system for reusing
Cobol programs is an example of this ac-
Livity.

T CONCLUSION AND
FUTURE DIRECTION

Altheugh this project has been in cpera-
tion for only twe and a hall year, aud
achieved only a =mall poriion of the en-
tire research plan, we are convineed our an-
prozch based on logic programming is very
promising,

The fruitful results obtained so far are
due to the concentration on logic program-
ming. The basic rescarch strategy is Lo retry
difficult nroblems in terme of logic program-



ming. This approach may not give the best
solution for each problem, but it will provide
a mechanism for integrating all the resuolts
into a single system for the basic common
progremoming framework.

The target of the next four-yvear stage
of the project is to build each subsystem by
putt.i;.iﬁ ideas ﬂnﬁg’ﬁr components so far de-
veloped together. Alllough there is much
work to be dope before proceeding to the
next subsystem building stage, we have been
able to describe a global picture for each
subsysiem property and thus to proceed {ur-
ther,

The main research jzsue in the next
stage is ineorporation of parallelism. This
issue is a very difficult problem, which iz
the reason eflorts have been concentrated on
the design of KL1, 8 logic programming lan-
guoge with inherent parallelism.

System integration is also a difficult and
challeuging issue which will arise in the next
itage.
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