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ABSTRACT

The Relational Database Engine (RDBE for short) 1is a dedicated
component within a backend relational database machine Delta
which is under development at ICOT Research Center,

The RUBE consists of a gensral-purpose processor and a
speclalized processgr, engine core. The former controls the
latter and performs operations which are not supported by the
latter. The latter performs a wide range of the relational
database operations bv pipeline pfncessing synchronized with the
data transfer rate of 3MB/sec., The engine care is characterized
by its efficiency based on our relational' database processing
algorithm, In particular, the proecessing of null walues and
duplicate keys is performed efficiently without disturbing
pipeline processing.

Besides the efficiency, the RDBE, which is designed for
practical database processing, has the following advantages:

il) It provides logical operations such as join, sart  and
aggregate functions.

{2} It manipulates sufficient data types including null wvalues.

(3) It has check mechzanisms to improve reliability.

They are realized by the cooperation of the hardware and
software.

This paper desicribass an overview of the Delta system, the
design considerations and implementaion of the RDBE, the engine
core architecture, and roles of the software. A preliminary

performance estimation of the RDEE is also presented.



1. Iaotroduction

The Ralational Database Engine (RDBE) is a dedicated component
used within a backend relational database machine Delta which is
under development at ILCOT Research Center (Instituce for New
Generation Computer Technologyl{l].

The relational data model is thought to be useful not only for
conventional database systems, but also Ffor logic databsse
systems [2][3]. However, relational database operations are
time-consuming and pose a heavy burden on conventional computer
gYsSLEmS . Since the 1970's, various kinds of database machines

have been proposed to improve the response time and the system

throughput of relational database systems. Howewver, wvery [ew
systems have been implemented and very few implementaticn
experiences have been presented till now[4][5]. Under these
circumstances, it is wvery wuseful to present our design and

implementation of the RDBE whiech performs relational algebra
operaciaons such as join and set operations such as intersection
efficiently.

The RDBE 1is composed of a general-purpose processor and a
specialized processor named an engine core. The former cantrols
the latter and performs the operations whiech are not supported
by the latter. in the other hand, the latter perferms a wide
range of database operations by pipeline processing synchronized
wilh rhe data transfer rate of 3MB/sec. The pipeline processing
is carried out by overlapping data processing and dats trans fer.
In currently propnsed pipeline hardware designs such as a

sorter, the treatment of null wvalues and duplicate keys is nat

explicitly considered. Therefore, it is necessary to solve such



problems in the application of these  hardware designs Eo
practical database processing. Our hardware can perform
oporations an  practicallyw gsufficient kinds of data types
including null values and duplicate keys without disturbing the
plpeline processing.

In Section 7, we present an overview of the Delts archirecture
and summarize the main functions of the Delta components.

Section 3 and & describe our design and implementation of the

KUBE and the engine core architecture, respectively. Section 5
describes Ehe rala of the software in the RDEE. Section 6
estimates the performance af RDBE. Finally, our cenclusions and

future plans are presented in Sectieon 7.

2. Overview of the Delta architecture

The Delta global architecture is shown in Fig. 1. In cthis
figure, the dotted lime shows our future plan., Delta comsists
af the followving ecompenents.

(1) An interface processor(IP) which interfaces Belta Lo a lacal
area network{LAN].

{2) A control processor{CP) which provides the dacabase
management functions sucgh as concurrency contral and dalabasc
recovery,

{3) &4 relational datahase angine (ROBE) which LS the kay
component for the processing ef relational database
oparations in Delta. The HRDBE iz implemented by wuwusing a
specialized processor to be deseribed lacter in detail.

{4 A maintenance processor (MP) which provides funetions Ffor

maintaining reliability and serwviceability of Delra.

[F ]



(5% A hierarchical memory(HM)} which provides the Efunctions [or
storing, accessing, clustering and maintaining relations.
The HM is implemented by using a general-purpose computer as
a controller, a large amount of semiconductor memaory and
large moving head disks. The HM 1s connected Lo other

components by high spsed channels.

The general processing sequence of commands in Delta I8 as
Eollows.

The IP receives relational algebra level commands rcalled Delta
commands from a host connected Lo the LAN‘and sands them to CP.
The CP translates rthese commands to & Sequence of internal
csubcommands for RDBE and HM. Afrer the execution of the Delta
commands is completed, the IF rransfers the result from HM Lo

the host wia LAN.



3. Design and implementation of the RDBE
3.1 Configoration
Fig.2? shows the RDBE contiguration whigch 1s designed in
consideration of relational database operations described later
in derail, The HKDEE is implemented by using the Ffolleowing
modules .
(i) A 16 bit CPU, with 512K bytes of maln memory which is used
as the controller of the HBDEE.
(2) A key processor named an engine core which consists of rthe
I8 module, sort modulef{sorter) and merge module{merger).
{3) Two input/output controliers(I0C) which contrel the internal
bus connection in Delra.
{4) Two HM adapters which provide the interface function between

EDREE and HM.

In Fig.2, DI,PFIT,NL and DF stand for data lines(l6 bit}, parity
lines(2 bit), a null line{l bit)} and a duplication line{l bit)
respectively. The null lime i3 used to denote that a tuple with
a null wvalue iz on the data lines. The duplication line 1s used
to denote that a tuple which has the same key value as the next
one 15 on the data lines.

These modules are contralled te run simultaneocously s5a that
pipeline processing synchronized with the data transfer rate
IMES/sec may lLe achieved.

The main data path 1s from the HM adapter{IN) te the HHM
adaprer (0OUT) through the engine core. Tn case the HRDBE aperation
necds two relations, one is stored inte the engine core from the

HM adaprter{IH) Firsc. Then the other comes from the WM



adapter (IN) and the engine core compares the tuples of those Lwo
relations and generates the resull, which is sent to HM wvia the
HM adapter{QUT}.

In catse the CPU itself is reguired to manipulate Lhe data,
the result from the eapgine cors iz stored inte the main memory
via the HM adapter(OUT), and after the CPU has finished the

manipularion, the final result i5 sent to HM  wia the HH

adapter (QUTY.

3.2 Operations
RDBE offers wvarious operations necessary for relational

database processing. They are classifieé into the following

categories,

fa) Relational operations such as join, projection, and
selecrion.

{(b) Sort operation both in ascending and descending order.

(c} Set operations such as Intersection, Union, and Difference.

{d) Arithmetic sperations.

(e) Appregate operations over an eatire relation and also over
nonintersecting partitions of a relation.

{f) Miscellaneous operatiomns peculiar to the way of the database

management in Delta.

The RDBE operations are listed in Fig.3.

One of the advantages of the RDBE is that projection operation
is performed with eother operations at the same time, which 1is
explained in section &.

Some of the operations are described below.



(1} Pass

The Pass operation requites a single relation and generates
the result by passing the input Luples through the engine core.
Lt 15 useful for praojection, arithmetic aperations, and
selection with complicated conditions. The former is performed
by the engine coare, and the others are done by 1ts CPIU.
(2) Sort

The Sort aperatieon arranges the sequence of tuples of a
relation according to the walue of the key £field. The CP does
not have te care how the eoperation 1s performed. When the size
of the relstiun is not greater Lhan Lthe capacily of Lhe =zuogine
core, the RDBE can generate Lhe rvesult di‘rectly by the engine
COre. Otherwise, the HDBEE usecs some work buffers and generates
the final result by repeating the two-way merge operaticus,

Most of the operations are efficiently performed by the engine
core, and the others are pecformed by the CPU as well as the

engine core.

3.3 SEtructure of a tuple

The internal representation vf a tuple iy as follows. The RDEBE
is designed to trest 1t ebfliciently.

Each tuple in a relacion has the same lengrh less rhan AKhyres
and the saws nueober of Tlelds, sand alse the coerrespooding Field
over 4 relation has the same data typo including its longth.

4 field usvally has an extra ares named tag which indicates

£
whether the valuoue i ouil or onnt. The data types are as Follnws.
(1) Unsigoned Integer of I, 4, ... ,4094 byte long.
{2) Signed Integer of 2, &, ... ,40%4 byre long.

{3) Single precision Fleating peoint number.



3.4 Trade-off between hardware amd software

it is necessary to mix hardware and software implementations
optimumly, in order to achieve a high cost/performance database
processing. We analvzed the basic relaticnal operatioms from
the points of operation frequency and operation caomplexity. The
analysis revealed that the operations based on sorting were
time-consuming and the operations on arithmetic were not used
frequently. S50 we decided the Efpormer type of operations could
be realized by  Thardware devices and the others by the
cooperation of hardware and software. Adopting the design, the
RDBE has the advantage that it can perform some combined
sperations by passing the data through the.engine core first and
then by CPU processing.

In the next section, we will discuss the hardware architecture

of the engine core.



4. Engine core architecture

The eapine core is a key processor, which is composed of the
I¥ module, serter and merger, as shown in Fig.2, It performs
relational database operations on an input data stream from the
4 adapter(IN) and sends the results te the HM adaprer{QUT].
Fach moedole af b hoe ;_~11.g{r11;- core 18 dF:;iErlnP.d ta pr-::l\ride: tha
following functions so as to achieve pipeline processing.

4.1 IN module

The main funclion of this modole is to transform the laoput
data format to an internal one suitable for the trailing modules
of the engine core. These transformations are as follows.
{l) Field ordering

A5 the engine core {is designed to process the whole tuple f(not
punly the key field) in order to perform set operations as well
as relational algebra operations, a field ordering is carrvied
cut so that the kesy fizld i3 positioned ar the hesad of the
tuple. Tt is possible by trhis function for the engine core Co
perform pipeline processing from head toe tail of the tuple.
{2) Format arrangemant

Data steored in a compact farmat in the HM 1s converted Eto a
standard format suwitable for the trailing modules of the engine
COTE .,
{(3) Transformation in the key field

A5 aa engilne core can compare only absolute wvalues, signed
integer and floating point noumbers are converted so that the
comparisen mechanism can work well.,
{4) Generation of null walue bic signal

In Delta, the null wvalue iz indicated im the rag fisld. The
aell bit of the tapg field i1s put on a special lime (WL} s5o that

the trailing modules do not have Co check the tag field.

=13



4.7 Sorter

Many sorting algorithms have been proposed and studied[6].
Various kinds of sorters have heen investigated[7]. But
applications of thewm to practical database machinecs are very
few.

Our sorter adopts the well-known two=way mETge sort

algorichm([8]. Its configuration is shown Ln Fie.4. It consists

g
of 12 processing elements called the sorting cell and one
processing element called the sorting checker. Each element
contains two memories each with a first-in/first-out function

(FIFO), & comparator and a control circuit.

In general, the i-th sorting cell created a sorted sequence of
Ei tuples {one stresm} by mereging twe output sorted saquences afl
Ei_l tuples from Lhe (i=1J)rh cell. Each cell runs
synchronouwsly. The i-th cell starts the merge operation when Lt
has received one complete string and the first 2 byles of a
second string from the (i-1Jth ecell. As the last cell has two
32Kbyte memories, our sorter creates 4096 sorted tuples when the
tuple length is not greater thaa 16 Lytes.

Each cell has two operaticn modes called the sort mode and
pass mode. The former merges two sorted strings of the previcous
cell into one sorted string and transfers it to the next cell.
On the other hand, the latter does not merge buf transfiers input
data te the next cell direccly. This mode is used when the tuple
length is greater than L6 bytes and Lt Ls not necessary Lo
activate all the cells bhecauses of a small amount of darta.

The sorting checker connected to the last sorting cell is an

unique eclement which verifies the results and marks duplicate

10



tuples by turning the duplication line on. The role of rthe
sorting checker is to gain reliability of the engine core and to
provide a tuple duplication signal to the merger im order Lo
achieve hardware implementation of wour relational database
processing algorithm.

The operations of each cell are divided inte cthree cycles.
They are the 2 byte read cvele of one string, 2 byre read cycle
of the other string and compare-transfer cycle. Each «cyele
takes 220us, and the 7 byte merge operation cakes 660 ns.

Besides the characteristics mentioned above, our sarter 1is
characterized by its capability of processing egual keys and
null values. In the former case, it keeps the original order of
the input rtuple occurrence (stable sorting} and in the latter

case it outputs rhe sorted sequence of tuples with normal values

followed by the tuples with null wvalues.

.3 Merpger

The merger is the central module of the engine core which
performs relational algebra operations and other operations hy
uging a processing algerithm based on the merge=-sort operation.
They are called merger commands and are classified into Five
types of operations. They are listed in Fig.5. They are
characterized by their capabtlity of processing null wvalues and
duplicate tuples without disturbing the pipeline operation.

The block diaszram of the merger is shown in Fig.6. It consists
of an operation parec and an output control parct.

The operation part contains two 64Kbyte memeries (U-mamory and

L=memory} each with a FIFQ function, a comparator, a control ROM



table and other circuits. The function of this part invelves Che

following steps:

{1) Storing two sorted streams from the sorter inmte the
memories.

{2) Reading each tuple from two memories simultaneocusly and
providing them to the comparator and the tuple memory in the
next part.

{3) Comparing the keys of each tuple and detecting output tuples

satisfying the condition of the command.

These functions are executed under the control of a ROM table
of lKwords *10bit, The address of the ROM table consists of a
null fiag, dupiicatiﬂn flag, comparison result and s¢ on. On the
other hand, the ocutput of rcrthe ROM table consists of memory
address control signals, tuple selection signals used Ffor the
next part, an operation end signal and so on.

The output control part consists of two 16Kbyte tuple
memories, two field ordering circuits, twe field selection
circuits, two data ctype transformation clircuits, a new TID
generator, a selector and an output sequence controller. The
funetion of this part involves the following steps which are
executed, if necessary, according to the assigoment of rhe
software:

{1} Heordering the fields of an ocutput tuple.
(2) Selecting fields of an output tuple.

{1) Undoing the transformation of the key field
{4) adding a new TID to an output tuple.

The examples of these functions are explained in Fig.7.



Fig.7(a) shows the funcrion of reordering the field of anmn
gutput tuple. That is te sav, a tuplel(l) with 5 Eields {4, B
C, D, E, B is a key field) is rotated to tuple(2) by the IN
module so that the key field 1s positiconed at the head of the
tuple, and the tuple(?) iz rearranged to the original tuple(3d)
by the merger.

Fipg.7(b) shows the function of selecting flelds of an ocutput
tuple. That is to say, the tuple{4) is projected to tuplel(’) or

tuple{f) by the appolintment of the two painters(Pl,F Jo Fip.7(e)

2
shows the functicon of adding a new TID(NTID} to an ocutpul tuple.

Fig.8 shows a processing example of the JOIW=-E( command which
is of great importance in the relational database system.
Fig.8(a) describes two input sorted streams (51 and 82)
according te the ascending order of keys {Al and BLl), which are
stored in the U-memory and L-memory, reSpec:iveiy. UADR and LADR
present a sequence number for explaining the address control
scheme of zach memory. Fig.S(h} describes output tuples and (c)

presents an execubion pracess.

The processing algorithm of the JOIN-EQ command is as follows:

Lf &1 » Bl, then UADR ADR and LADE = LADR + I

Lf Al <€ Bl, then UADR UADR + 1 and LADE = LﬁDR
Tf Al = Bl, then output a matched tuple pair
and
if the DP of Al and the DP of BL are on,
then UADR = UADR and LADR = LADR + 1
tf the BF of Al is oo and the DF of Bi is off,
then UADR = UADE + 1 and LADR = LADRw
if the DP of Al 15 off and the DP of BL 15 on,
then UADHE = UADHE and LADKE = LADR + |

if the DP of Al and the DP of Bl are off,

then UADR = UADR + | and LADE = LADR + 1
=



where DP stands for the duplication line amnd LaDR* points to
the First tuple of those which have the same values.

This algorithm is more efficient tham & siwmple  merge
algorithm, because the duplication is considered to cantrol the
selection of the tuple to be processed. Other merger commands
are also executed by wusing a similar algorithm te the above
example.

The operation of the merger is also divided into three cycles.
They are the 4 byte read cycle, compare-transfer cyele and ROM
table read cycle. Each c¢ycle takes 220 ns in accordance with the
gorter.

The merger is characterized by its capability of providing
high performance operations and processing the mnull wvalues

corrockly.,



5. Roles of the software

It is the engine core that performs moest of the RDEBE
operations efficiently. The software, however, also plays
important roles. 1t controls the engine core and the HM
adapters to perform the RDEE operations and makes up for the
lack of hardware Functions if necessary.

The following is how RODBE works.

Upon receiving a reguest from the CP inte its main memory, the
control program analvzes it to produce the fellowing parameters.
{1} & pattern of driving the engine core and the HM adapters.
{2} Requests to the HM for data Lransfer and so on.

{1) Set of parameters for the engine core.
(4) Dbject codes for the database processing by the CPU, if
NECES5ATY .,

Then RDBE seads the requests to HM and set up the cngine core

and the two HM adapters in suvccession according to the pattern.

The roles of the control program are as follows.

5.1 Control of the dewices
In arder to perform the ERDBE operations by using Lhe engine
core, the contrel program drives the HM adapters to transfer
dara toffrom the engine core. In the Llwo-way merge operation,
this 1s not ecasy because the relation to oe suppiied te the
cngine eore is determined dynamically according te the statwe of

the engine core. The control program 1s designed carsfully to

drive them without unessential delavy.



The control program alsoc uses the engine «core in an
interesting way. In the Delete operation where RDBE deletes
those tuples the key of which match any of the condition values,
the control program controls the engine core in the [following
steps.

{1} Load the condition wvalues to Lthe U-memory

(2) Output tuples which enter from the HM adapter(IN} and
unmatch any of the condition values. (All tuples from the HM
adapter{IN) are stored in the L-memory)

(3) Output tuples in the L-memory which match one of the
eondition values.

(4) Repeat steps(2) and (3) to the ruples in each page.

Fig.9 shows an example of tChe operation. Tt helps the
rollback operation, because it updates each page where the
deleted tuples are gathered below the ones not deleted.

In general, RUBE provides powerful operations, by setting up

the engine core twice to the same data in different modes.

5.2 Auxiliary data processing

The operatiouns which need data processiag by the CPU are as
follows.
{1) Selection with complicated conditions.
{2} Arithmetic operations.
(1) Agpregate operations.

The RDBE has a compiler which geanerates the native object code
for data processing iato the main memory in order Lo improve the

afficency.

16



5.3 Error recovery

When an arroar occurs in a RDBE operation, vather complicated
aparations atre required because Lhe data runs through the engine
core and the HM adapters which are connected to the HM.

Far error recovery, the control program restarts Che speration

from some suitable retrv peint in contact with the HM.

5.% Self check
During the power up Seguence, the control program drives the
engine core and the HY adapters with test data Lo check thowm.

This is useful in order to improve the reliabilicty.



6. Preliminary performance estimation of the RDEE

Estimation of the performance of Delta as a whole is very
difficult because it does neot work yet [{Apr. 198&) and it is a
complex multi-processor system, But the performance of the RDBE
is ecasily estimated because the activities of the hardware and
the software are wvery transparent, In this secrion, we estimate
the performance of the typical operation, sort.

Let N be the number of ruples of the tarpget relation, L be the
length of a tuple and C be the effective capacity of the sorter.
Then the following relation holds.

¢ = min(4096L, 2'%)

The performance can be estimated by classification of NL/C.

Case | NL/fC £ 1

Sinee each module of the engine core works as shown in
Fig.10{a), the total time T is estimated at (NL/1500 + 12) msec,
where 12 msec¢ is the sum of the time to analyze the request from

the CF and the overhead time to drive the hardware devices.

Case 7 1 < nnfe £ 2

dccording to Fig.l0(b), T is (NL/1500 + C/3000 + 20) msec.

Case 3 2t ¢ owpse ¢ ot
The RODBE first sorts the original relation blockwise like in
caze 2, Then it repeats Lhe ftwo=-way merge i-times to get the
Einal result. T is approximately
((2.5 + 1.5i)8L/2000 + 10(i+1)NL/C + 10) msec,

where the first term Ls the btime the engine core Spends.

Fig. 1l sheows the performance when L is 16 bytes.

I8



7. Conclusions and future plans

We have described our design considerations and implementation
of the BRDBE which is a dedicated hardware wused im Delta. The
RDBE is characterized by the following advantapges.
(1} High level aperations.
(2) Nigh performance by pipeline processing.
{3) Sufficient data types including null values.

(4% High reliabilicy,

The RDBE was designed and implemented for asbeout one year and a
half by using currently awvailahle software and hardware
technologies. Lt is presently (Spring l984) inceorporated 1an the

Delta svsctem and iz undergeoilng a system Pest.

The setivities planned for the future include the
incorporation of multiple RDBEs into the Delta system in worder
to investigste parallel processing of the Delta commands, a
gate-array implementation of the sorting cell without memories,
and the implementation of an external interface funerion faor
connecting the Delta tightly o a sequential inforence machine

in order to be used as one of the software development tools in

IGCCT.
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PASS COMMAND RESTRICT COHMAND
LOAD REST-NULL
PASS-1 (NOP) REST-NONULL
PASS-2 (UNG-TK) REST-EQ

SORT COMMAND REST-NE
SORT- LK | REST-RANGE
SORT-EX
UNQ-EX

COMPARE ATTRIBUTES COMMAND | JOIN COMMAND
COMP-ALL | JDIN-ALL
COMP-RULL JOIN-NULL

| COMP-NONULL JOTN-KONULL

COMP-EQ JOIN-EQ
COMP-NE | JOIN-KE |
COMP-LT L JDIN-LT |
COMP-GT JOTN-GT
COMP-LE JOIN-LE
COMP-GE JOIN-GE

WOP: Ho operation, WUHQ-TN: Unique-internal,
E¥. fxternal, KOMULL: Monm null

Fig.a. List of the merger commands
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'
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!
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Fig.6. Block diagram of the merger
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Fig.7, Functions af an cutput control! part in the merger
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Step 1

U-memary |- -
Condition values | =

Step 2

U-memory [

i%{

Step 3

l-memory fe--

| -memary

Page

o~ Pemaining tuples
Page’

Fig. 9. Delete operation by the RDBE



IN module
sorter
merger rEﬂEE:lﬁ T, = KL/3000 msec
fime 1, T
{a) Case 1 HL/C = 1
IN module l-u-——l —
sorter : : .
merger A0RD - SORT-EX.PASSST 3 o /3000 msec
time bt TaoTa T T b7 o (0173000 msec

(b) Case 2 1 < NL/C S 2

Fig.10. Activities of the engine core during the sort operalion
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Time
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FTIT1JF EEERER—

300

200 1

0 T Y 7R ToF Mo, of tuples

Fig.11. The performance of the sort gperation
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