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Lbsirzcl

The problem of accessing highly structured knowledge
bases which reside on large ocapacity but =slow =torage

devices, is addressed in this paper.

Knowledge representaztion technigues provide some means
for defining clusters of sepanticelly related objects. Thi=s
issue is discussed in the paper, particularly how these
relationships could be uwutilized for enhancing z2cecess to the

Fnowledge base is discussed.

Multilevel storage 2s well as a single level storape
architecture gare discussed, beoth employing 2 cache attached

to the peripherzl =storespe devices,

ITn addition, an implementation of a fail-=zafe storape
for transzetion processing in thiz environment, is outlined.
The paper intends asz a besis for discussion rather than a
well=-defined solution for the If0 problen in knowledpge baze

systems,

1. Introduciion

fi bzsic problem of data processing systems I3 how Lo
achieve hiph performance interfaces to large velume data
storzpe =ystems. This problem will Decone even nore
relevant in econnectien with large =cale knewledge base

zyztenms. In order to reduce the nueber ef accesses toe slow



storage devices,; storzge
buffer zre now being used.
the buffer hit ratic is the
statement, it is suggested,

utilizing semantic criteria
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systems with large semiconductor
An important facteor decisive for
In this

oy

locality of references.

te dimprove the hit ratic

for buffer refrezhment.

Fepresentation of knowledge using higher level concepts

suech &8 cbject cla=sses

defining semantically meaningful eclusters of cbjects.

clusters {or contexts)

and instances provides

scme means for

These

may be used as well as eoriteriz for

phy=zically clustering data on disks as well 2= for improving

buffer bhit ratic.

multi-level
access te secondery
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processing bezsed on

implementation

shadows

The paper is very sketchy,

basis Tlor

problems mentioned above.

storage and single
storage

fail-safe

Two architectural models a2re discussad:

level storage which makes

transparent for prograns. in

far transaction
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of ebjects, 185 outlined.

beczuse it is irntended as =2

discussion rot as a well-defined saolution to the
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The first level includes all structures and operations
used te gcopneceptually describe and manipulate knowledge.
This inecludes facts and rules of inference asz wWell as
aggregations of objects, such as object instances, object
plaszez, pmeta classes {(=zee [SKAM B3]) or modules (=see chap.

6 in [KLDG &3]) &and operations, such as content inguiry.

The zecond level ineludes all mechanismz needed to map
the higher level constructs to physical images, which may be
stored in and retrieved from high velume storzge devices.

This level iz essentially some kind of daztabase machine.

We zre not going to discuss the mapping of higher level
cbjects te construets executable on & machine (without
reference to data on secondary storage devices), A
convineing methodology has= been suggested by Logic

Programming.

Some bhasiec assumptiens on future technolegy have to be

maede in order to set up some frame for discussion.

Storepe of large quantities of data ( » 100 MB)
requires devices which have considerably longer acocess time
than fast memory. becavse of mechanical movement of the
actugtors invelved, the ratio i= 1:10%#5, It is assumed
furthermore that fast aceess storzge wWill be wveolatile as

cpposed to =low large cepacity storage devices.

The essumptions have a heavy impaect on the overall
performance ol a systenm. Although the concept of
performance does not consistently fit inte a computational
rodel, it is dangercus te ignore it during overall design of
a system. This holds in particular for very slow cpergtions

such &8 external IJFO0.

2. Kpowledgs regpreseplfaliion



We adopt the model of knowledge representzticon (KR)
suggested in [sksM 83] and [¥KLDG B3], at leaat our

understanding of the representation model.
The follewing kinds of gbjecits ere defined:

gbiect £lasses: they consist of faets and rulez coumon to
a set of objects ( e,g., a general frame specifying the

concept of a 'disease' in 2 medieal corsulting s=ystem).

obiect ipnstances: concrete examples (instantiations) of 2

class (e.g. a specific disease such 23 pneumonia)

meta clesses: abstrezctions of concepts wused teo define
classes le.g. the way of defining and using rules in a
nedical KB)

modules;: the set of instances, classes and meta claases

relevant toc a particular domain.

Objeects are linked by different kinds of mecharnisms.
There &are explicit reletionships defined between objects on
different levels of gbstraetion | e.g. an instance
is-elepent of a class) or implieit relationships are induced
by identicel values uvsed as arguments of some predicate. In
general, relationships may be associatively conrected, i.e.
¥ is relsted to Y if there are objects El,...,Ekn &and
relationships E1,...0n+1 and (R1,%,%1), (R2,¥1,%2),
v (REn+i, X0, Y0,

Mo assunptions are pade &beout how relationships of
objects a2re implemented. The objects itself are nzturally
implemented by sets of factz and clauwsez in @& logle

programming envircnment.
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Civen an object, we may define itz cgcontext. Foughly
speaking, the centext of an object X is the szet of all
objects ¥, where there exists 2 relationship between X and
Y.

Since there is 2 wariety of wWayvs te deflfine specific
relationships, this echarzeterizatien of & context is too

pencrel. It may easily include the entire knowledge base,

4 lanpguzgpe iz therefore needed which allows to define
different shaped contexts of an object. e zre not going to
propose sudch kind af language for specifying semancical
relationships between objects, but rather give s=ome informal
exarples {upper case f[for wvariables, lower came for

constents).

eix (obi,C): the set cof all facts given by the definition
of ec¢lass C of which ob] i3 &n element, furthermore Lhose
actz and rules derived by means of inference rules of C
using the facts gpiven by obj. (this is the simplest type
of etx which includes thke inheritsnce of properties of

chjectz frem their claszz)

ctxlobi.rl: tke sct of all ebjects, rclated to obj by the

specifile relaticon r

etxiobd, Birl,...rpdl: the set of these ebjects related

toc obj by & boolezn conditicon of relationships

ctxlobj.rl,rgl: the set of cbjects ¥ related to obj by ri
Joined with etx(s,r2). {This is a simple kind of

transitive context.)

The netion "gontext™ obvicously correzponds to zome kind
of slusiering of objects, Thisz clustering may be
syntecticelly deflfined using, for exanpple, pettern matching

criteria. However, the cxt operator {which has not been
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precisely defined in this paper!) is used to set up

m

cluster of gepmapticglly related objects to & given one.

From a neive point of wview, sepmantiec elusters are 2
natural way of organizing knowledge, although the primary
rezzon of introducing them is efficiency in handling the KEB.
Time used for =olving some applicetion problem (e.g.
suggesting a decision and itz rezson in & sophisticated
consulting system) is one widely used measure cf efficiency.
Since time wsed will hesvily depend on the nember of
apecesses to zn external ED, semantiec elusters, if properly
mapped to physiczl =stcrage, may be of considerable

importance.

Obvicusly it is unrezsonable te¢ expect one single
mechenisz whieh sets wp an  arbitrery context in uniform
time. (Since there is only one way of physigel vclustering,
clusters have to be implemented by 2ccess path rether than
physice}! neipghbeurhoed, which is the meozt efficient way on
mechanically moving stcrege devices). The situation is
analogous to human problem solving: while only =2 limited
apount cf faests are immediately zccessible in ene's head,
there exists knowledge szbout how Lo obtzin more infornetion
or a fiwen =zubpject. # 'gquick gocess path' is tke pile of
books on the desk while it iz usually more time-consuminp to

find =z boeck in & librery.

This =znalogy (whiek has been pointed out Ly B
Furuvkawa) gives conziderable irnsight intc the problens of
knowledze management. h o typleal wey of wusing & *librery
knowiedre base’ iz browsing. grly & couple of pages of

thouvsands of books may contribute te¢ the seolutien aof a
preblem and these are noi lfound by merely using sane clever
indexing schkeme but rather by =some kind of controlled search

in & large set of data.
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Feszponse time for this type of operation will certainly
differ frem =simple fact retrieval. This iz in particular
true, if interzctive prompting of partial results by the
user is the typiczl pattern of interaction with the KB

during problem solving.

4, The Knowledge Slorsge Systepn

There are two different ways of interfacing a data or
knowledge processing system (EP3) and a knowledge storage
system (KS3) from &n architectural point of view. £s far as
the Frocessing environment is copcerned it di= most
convenient to have a pne-level storage and thus not  Thaving
to care explicitly about If0-operation=s. We will discuss

the single-level storzge azpproach below.

£ different, however more conventional approach iz to
provide =an explicit interface to the background storage. A
well-defined {logieal) interface between a
logic-progreaoming-based inference system and & knowledge
baze ({implemented as a relational database) has been
developed in [MEMS 831, [KYKN B3].

L£.1 Hulti-leyel KIS

It is assumed that the overall system has three levels

of storage:

- main memory whiech is directly &accessible during a

program execution

- disk cache memory which storesz large volupes of data 1in

fazt memory

- larpge czpacity beackground sterage {(disks)
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Levelsz two and three are not directly accessible by Lie
progrzms  beinp executed. They are rather accessed using
some logieal 1/0 interface, but they are not aware of the
two different levels of background sterage. This kind of
storage hierarchy is being implemented in the Relaliconal
Databzse Machine Delta ([KAXU 83]).

Fiph-level I/0 cemmends are executed in a specislized
systen tuned for execubing relational algebra expressions.
Fxecution includes zecess of background and cache storage as
well as the ©preparation of reselt data (=orting, Jjoin of

relations, restrictions).

In the previous section, we zrpued for having more
complex objects for representing knowledge. Semantic
clustering was sugfFested for relating objects to each other.
fur underlying &ssumptien is that an object ¥ which is
connected by some semantiezl relationship te ¥, hzs & higher
probability of being accessed, if Y has alrezdy been
zoress=ed, Semantiec clusters &re therefore significent for

physical representation of knowledge.

There zre two main aspects of physiezl representation

which have ar influence on ES3 performance.

a) physiezl placenent of =epmantie clusters on disk

Pisk access time iz deterpmined te 2 large extent by
latency, data trensfer and positicning time (the largest
fraction of overall access time)}. Physiczl neighbourhood of
related data (aveoiding positioning) will therefore support
the azgcess of the semantie clusters, FPartjal mateh hash
functions may be employed for defiring the physicel mepping.
Clustering is streonply related te sepmentation technigues
for dztebases ({(see e.g. [TaNL B2]). Attribute values of
tuples are used in this case =5 & =semantie ecriterien feor

data clusztering.
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This simple clustering scheme has to be extended for
knowledge engineering applications. There has to be defined
a meaggure of sepantical distance between objects. One
essential relationship is class membership. Object classes
and instances should therefore be stored physically close
together, since the inheritance of olass properties to

instances i= a conmon cperation.

There 1is, however, ane impertant difficulty with
physical clustering in a multiuser envircnment: independent
requests may access objects in randem eorder, thus nething

Wwill he pained by physical neighbeurhoed of related data.
b) caching of semanticzlly related objects

Until now we disregarded the disk czche. But the
problems czused by multi-user zceess can be circumvented by

making uze of the cache properties,

We propose an gobiecgi-priented cache, i.e, data
exchanged between =low disks and fast cache memory are
sepantically related objects rather than disk pages (or disk

trzeks as in some disk ecache systems).

The interface between KPS and K55 may be extended by
staging commands. The effect of =uch command i3 the staging
of objects semantically related to & given cbject x, which
is eascecessed. The =scope of objects to be staged iz either
defined by s=ome measure of semanticszl distance or explicitly
EL. by specifying the kind of relaticnrships. The distance
or zemanticel relationship between objects may be defined Lin
the same way as in thke defipnilion of contexts on the level

cf knowledge representation.

Fram a2 performance peint of wview it i= impertant that
supplying an obhjiject te 2 requester znd establi=hing a

zempantic context in the ecesche may be done compietely
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independent. The oecazallee will typicelly already resume
processing, while the cache is updated, The intended effect
of caching is the increase of hit probability in subseguent

preocessing steps,

The czerhe hit retioc may be contrelled partially by the
executed program, if it uses application dependent knowledge
of how data objects are accessed, and 1if contexts may be

specified in stapging connands.

There is, however, alweys & tredeoff betweocen the
performance gained by this kind of eoptimization and the
impact on the clarity of &n e2lpgorithm, even il staging
commands cen be inteprated in the progremming envircoment in

a2 clean way.

The interface between the KPS and the KE53 in =&

multi=-level store can be summerized as follows:

- 2 relational guery interface 25 described in [EYEH §3]
whiekh may be extended by ceonstrvets for higher order
objects than relations if such objectz are used for

knoewledge representation.

= data staring commands as: =tage{<ecbjectd, Jdetx-specr,

mode )

L '"mode'-parzmeter iz usefyl to define the typezs af
pperations which are geoing to be applied to gbjicctz, in
particular read or write zcecess., This is very useful when

processing trensacticns fzee belowl.

b further extenszian of the interface bDetween Knowledge
proccssing  and storage zystoems has heen supggested in [YOKO
837]. Zince fezets gpd rules are storecd in the KB, /0
traffic will be decrezgsed, if unifiecsztion cperation: may be

performed glse in the HKSS. Rome clzuses have then rot to be
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transferrad to the KPS, thus decreasing overhead. Tt zeeams
to be & promising way te extend the K55 by processing
facilities. We will not diseuss this aspect in this paper.

L,2 Dne-level KSS5

Frem the viewpoint of 2 programming languspge it is most
convenient te address data in & uniform way. This way of
addressing has been accomplished by using very large addres=ss
spaces which make If0 transparent for the programs. But
even in systems with very large (e.p. about 100 MEBE) real
memory thrashing may easily become 2 problem, if locality of
accesses can not be achieved in the huge virtual space., In
knowledge bzse systems, threshing is pot primarily casused by
sharing the real nepory between seversl users, but rather
becgusze semantically relsted date will be ususlly spread
across the eddress space, In contrast to accessing
conventional progrem code, the typiczl scquence of 2cQCSSses
does pot gorrespond fo physipsl segueniiality. Therefore a
virtuel mepmory system using {(physical) page replacement is

not suwited for knowlecdge cngincering applications.

e therefore propose an ocbijeci-oriented paging
mechanisn. This mechanism which employs ordinary pEEe
transfoer, uses semantic irformation inm order te deereczse the

number of addressing faulte.

B simple example is the gecess to a faet in a relation.
If =& fawlt ooours, the peging mechanisp not only makes
available the faect reguested, but will in addition put the
class description of thet cbjoct instance znd further

instances into real memory.

fz iz ezasily =z2een, trhere iz a strong similarity between
the mansgement of the mwultilevel and the one level storage

systcn, In fact, both schemecs make uee of semantic
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relationships between objects in order to decrezse random
access of slow backgpround storepe. The main difference is
the degree of centrol, & progranm has on staging (paging) of
data. While in the seceond spproech a generzl mechanism {or
finding semantieslly related objects is z=s=suned, staging

commands are explieitly used in rmulti-level storzfe.

This is, however, nct an essential peoint, hecause the
seme mechanism employed in one-level store may be usec in 2
rulti-level envirenment without effeccting the logiesl

interface between E55 and KPS,

The primary guesticn is, nowever, whether & genergl
mechanism can ke implemented, whieh finds 2 semantical
cluster of 2 given abject. Since the term ‘'semanticzlly
related’ is vague, it 15 more rezscoeble to have explicit

control on staging operaticn=z.

&, Irgnspetion Processing

Until now we disregarded the difference between resd

nd write sppoese znd the concept of transzceotions 22 stonic

m

cperatiocons (e.g. either 211 actiens of & tranzsction endc

zuccessfully or the IH state is preserved).

Trznsactien processing irn databese =ystems has been
discussed in depth in the literzture (=see [CRALY 1] for zan
overview). One of the primaery problems is te establish =
(loapieally) fail-zzfe storage =ys=tem, that 1is, it will
recover from failures to e congistent =state (conmitted
transacticona are physically reprezented in the K2, 211

uncommnitted trensactions do not leave any dirty data)l.

We do not discuss cencurrency among rezders ané writers

of dats, beceuse zdeguszte zolutions have been proposcd.
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The method we propose for transection comnitment
follows the lines of solutionsz presented by [LORI 77] and
[BAFL £§3]1. It is based on the mechanism of =shadow pages.
Fach time &n object is staged to fast, volatile steorzge and
a4 write mode is sipnaled, two ocopies aof the abjiect are
peneregted. A= opposed to the original shadow page
technigue, updates are pmade in place. That iz, the modified
objects will be stored in the same physiecal leocation as the
oripinal one. At comnit time of a transaction, the updated
obiject versions ("after images') are written into =&
seguentislly organized recovery area. AB B cCconseguence,
saving obhjects before the conmitment is made, is
considerebly faster than writing the objeets inte the KB

(random access to physical locetions on disk}.

I the =eguentiasl write has been successfully
conpleted, the before image (ztate of cbjects before start
of transaction) arce rocleascd Iin the fast monory [cacho ar
one level store). The new vercion is rot written back inte
the KH before the 'objeet ropleacement! algorithm (which may
be simply LEU) decides to replace the objecot. In czose of

transeéetion backout the after imzges are merely relezsed.

Mbviously, a warmstart routine can easily restore czche

{or main cemory) frem the recovoery arca.
¥ ¥

In principle, the same technigue can be sapplied when
uzing the virtuzl sierage approach. The =situation is
however complicated by the fact, Chat it is not kncwn in
advance, whether read or write access l1s made to an object.
It is thereflfore reguired, to copy an cbhject { ¢r part of
it}, pelore the after image {(i.e. the updated part of the
object) L1z estatlizhed. It is net wobvicus, whether this
kind of implemerntation of & logicaily non-velatile storage
iz feazible, zmince Lhe mechanism has Lo be built into the
eddrecsing subsyatem aof the memory which has to implemnent

address transzlation and semantically induccd staging of
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objects in the zpproach described.

£. CLopgclusion

The main area of research which is ecrucial far

narrowing the gap between EF2 and FS55 [(or EBM) iz the

investigation of semantical clustering of knowledge. When
the semantical relationship between objects will be
precisely deflined, mapping mechanisms of abjects to

secondary storzge have Lo be designed based on these
semantical relationships. Steping cof ebjects acecording to
these relaticnszhips will deterpine the performance eof large
scale knowledge processing system, since I/0 will have at

least g3 much impsct on performance as internal processing.
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