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1. Introduction

Currently we are planning the text understanding system which
reads the sentences 1in 2 textbook and answers the gquestions,
This system is one example of the applications of natural
language understanding system whose main foous 1= discourse
understanding, In the first step of the designing the system,
the design of the syntaetie analysis modules are currently
carried. This paper describes the preliminary implementation of
the represention for grammatical relations.

Our approach to syntactic analysis is  based on  logic
programming. The sadvantage of using logic programming language
Prolog, [Pereira,et.al. 78], for natural language processing is
often argued, The reason for that is:

(1) its fitness for the logical appreach, for example Montague
Grammar, ato. .

{2) its Z2-way interpretation, i.e. declarative and procedural.

{3) its great expressive power,

Moreover, a parser called DCG is available in the DEC-10 prolog
system [Fereira,Warren 803. The main feature of DCG is :

(1) clear correspondence between definite clause and context free
rule (CF rule}.

(2) efficiency of the parser.

We use the grammar rule written in the form used in DCG, say
DCG form, but our parsing  system, called BUF system
[{Matsumoto,et.al. 831, uses a bottom-up parsing strategy in
contrast to DOG. DOG form has glear correspondence to CF rule as
grammar rule, and moreover the context sensitiveness of the
grammar and the semantic analysis are described by prolog program
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gssociated the DOG forn grammar rule, DCG form is considered as
a very powerful tool for syntactic analysis.

The fundamental aims for & syntactic analysis are to
characterize as follows

{1) to check the grammaticality conditions.

(2) to elarify the mapping between semantie structures and
syprface word and phrase configurationa.

These analysis is performed by the DCG form grammar rule and
itz associated prolcg programs. In sapite of the descriptive
power of DCG form, the grammar will become too complicated and
too hard to understand., It is due to the fact that the arbitrary
prolog programs can be associated with & grammar. A lot of
problems, difficulties of debugging a grammar or malntaining a
grammar or making changes to a grammar, e.t.c., will arise as in
the field of software engineering. To avoid these problems, the
formal system for representing grammatical relations is needed,

From ancther point of view, the need for the formal system for
representing grammatical relations arises. It is the case when
the de=igner of the grammar is not zequainted with prolog. For
example, as is often the case, a linguist designs & grammar. In
such situation, the higher level grammar description language
based on CF prule sheuld be offered to the user. In order to
deaign a higher level grammar description language, the system
for representing grammatical relations should be formally
defined.

From the needs for the formal system for representing
grammatical relations described above, we tried to implement it
on DCG form. The point is to extract the deseription primitives
used to represent the grammatical relations. The requirements
for the primitives are:

(1) ability for simple description
{2} non redundant set of primitives
{3) sufficient descriptive power
(4) eto.
As the current linguistie theory which satisfies the abeve

requirement, we adopt Lexical Functional Grammar (LFG) for our
preliminary version of the formal system [Kaplan,Bresnan 82]. In
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this paper, we describe the implementation of the primitives of
LFG in Prolog and the intreduction of LFG in BUP system.

2. GSimple overview of LFG
In this section, the overview of LFG only necessary for
understanding the rest of this paper is described. See

[Kaplan,Bresnan 82] for details.

The major feature of LFG is
{1) Lexical Grammar
{2) Two=level Representation (f-structure and c-structure)

a direct mapping between
surface grammatical

lexical entries specify
arguments and configurations of

On the other hand, grammar rules specify & direct
between  these surface grammztical functions and
particular morphological and constituent structure
configurations. Each of the two-level representations,
f-structure (functional structure) and o¢-structure (constituent

In LFG,
semantic
functions.

mapping

structure), represents the superfiecial arrangements of words and
phrases in sentences and the configuration of the surface
gremmatical functions.
Fig. 1 shows the e-structure and f-structure for the example
sentenne M"a girl handed the baby a toy".
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{a) e-structure (b} f-structure

The ec=structure and f-structure for
"s girl handed the baby a toy".
{[Kaplan,Bresnan B21)

Fig. 1
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A5 shown in Fig. 1, f-structure iz a hierarchical structure
constructed by the pairs of attributes and their unigue values,
The attributes represent grammatical functioms or syntactic
features.

It is this f-structure that LFG seems to be appropriate Tfor
natural language processing application. Ts represent thesze
grammatical relations, several devices are provided in LFG.
These are :

(a) meta variables

(i) 1 &+ immediate dominance
* represent f-structure of a mother node
v represent f-structure of & daughter nocde

(ii) 4 & { Dbounded deminance
represent f-structure of the controllee
represant f-structure of the controler

{b) functicnal notztions

For example, (T subj) indicates the value of the attribute
subj of the mother node's f-gtructure.

(e} Definiticnal Scheme

{1} = (equation)
spesifies the value of a attribute of a
f=atructure or defines the relation of
f=atructures.

{ii) € (set inclusion}
defining the set constructs for f-structure.

(d) Comstraining Scheme

(i) =o (equational constraints)
constraints for Definiticonal Scheme

(11} ¢ (existential constraint)
d is a designator such as (] subj). conatraints
for the existence of the value for the
dezignator.

{11ii) = {(negation)
gyebol for describing negative constraints.
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Fig. 2 shows the example of the grammar rules and lexical
entries in  LFG, which generate the oc-structure and the
fostrueture in Fig. 1.

§ NP Y W DET, it sPec) = A

{1 sunn=) t=l (T sNusd = 56
'Nip - I’-:L:'T h ) girl: N, T MUy = sG
VP =N NP NP i1 erEnd = "grrn’

(Towl=] (T owmdi=]
handed: ¥V, (7 TEnse) = past
(T PRED) = Tnase (0T susab (F o T owgdy

‘the: DET. (1 seec)

THE

haby: N, (7 s = =6
(7 PREDY = ‘napy’

1o M. 0T NuM = sG
PRED) = “Toy'

Filg. 2 Example grammsr rules and lexical entries of LFG.
([Eaplan,Bresnan §2])

As shown in Fig., 2, the primitives representing grammatical
relations are encoded in grammar rules and lexiczl entries.
Attaching the grammatical and lexical schemata in Fig. 2 te the
c-gtruoture for sentence "a girl handed the baby & toy™ produces
the structure in Fig. 3.

a3
'_'_'_'___..,--'-"_' _\_‘-1--"""‘—-.__‘__‘
(7 sumi=1 1=
el g VP
ey e --""““—-,_H_H_
/’ﬂ; H_\‘ — — T e
1T SPECI=a (] NUmi=an 1} TEWSE) = PAST | e
[4 sumi=sa (P PRED)="CIRL' [] PREDI= HAND(...) it oan=4 (T oa2l=i
DET el W NP NP
] ._\_H -"'__.-"‘-\.,_H.
e o h‘*\_
i i - (] wuml=sn [T SPECh=na  4F NUMI=£G
i ' (1 <PECImTHE (1 PREDI="BABY (] wUMj=5G (1 PREO)="TOY
! ! l DET N BET N
i | ! i i
i i 1
i | : i | |
a gl handed the kaby a 1oy

Fig. 2 The produced structure by attaching the grammetical and
lexical schemata, {[Kaplan,Bresnan 821)
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Definitional Scheme specifies the partial value of a
fostpuctute in the course of the syntactie analysils. Far
example, the eguation assoclated with the daughter node of the s
in Fig. 3 only specifies that the wvalue of the subj attribute of
the f-structure of & 1s the f-structure of its daughter np. This
specification is represented as (] =ubj) = ¥, where T and +
represents the f=atructures of =& and its daughter np each other
and designater (1 subj) indicates the value of the aubj attribute
of the f-structure of s. But it does not say about the wvalue
gssignments of the f-structure of np. If the ayntactic analysis
iz performed in a botbtom-up way, the value of the f-structure of
np would be specified at that time, and if the top-down analysis
is adopted, then the value of the f-structure of np would be
undefined yet. of course, the unigqueness of the wvalue
assignments, called Uniqueness Condition, is held, and it affects
the gremmeticality of a sentence. Constraining Scheme is the
constraint for the values specified by Definditional Scheme. But
Definitional Scheme and Constraining Scheme are independent each
other. Constraining Scheme does not affect the control flow of
Definitional Scheme, it only affects the value assignment of
Definitional Scheme. But they have close relation for each
octher, The interaction between Definitional and Constraining
Seheme zre needed for an efficient implementation of LFG.
Moreover both scheme are independent of the parsing process.

3. On Implementation of the primitives

Az indicated in sectiem 2, two distinct scheme is employed in
the representation system in LFG. Those are :
(1) Definitional Scheme (equatien, set inclusion)
(2) Constraining Scheme {equational or existential constraint)
Definitionzl Scheme playa 2 constructive role, in which
partially specified f-structures are generated and modified. On
the other hand, Constraining Scheme play & role of controling
Definitional Scheme by checking the constraints associated with
the particular eguation, whieh are deseribed in a grammar rule.
As in the case of introducing more genmeral equality in prolog,
implementation of equation of LFG results in :

{1) introducing newly defined data type

{2) introduecing partially specified data object
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{3) introducing functional notation

These features are adopted as the major principle of the
implementation. Notice that the primitives for long distance
dependence are not currently implemented.

3-1. Representations of data types

The primitive data types constructing f-structure is symbols,
s=emantic predicates, subsidiary f-structures, and sets of
symbols, semantic predicates, or f-structures. In current
implementation, these data types are shown below.

1) symbols --» atem or integer
2} semantic predicates --> sem(X) where X is & predicate

3} f-structure --»> Id:List where Id is an identifier variable
which indicates the node of the
parsing tree (syntactic category)
having the f-structure, and List is a
list of pairs of attribute and its
value.

4) set --» {elementl, element2, ..., elementk}

ind the fifth data type, place-holder, dis intreduced 1in the
implementation. It represents a f-structure or the value of an
attribute of a f-structure whose value 1is undefined. It is=
introduced to describe the empty cell which represents the
referenced designater whose velue is undefined.

5} place-holder --»> Id:Var where Id is an identifier variable as
in f=structure. Var indicates a emply
cell for the f-structure associated
with the node identified with Id.

For example, the f-structure for the fragment of & sentence,
"the baby" is represented internally as follows

Id:{[num,sg].[per,g],[pred,sem{baby}],[spec,the]]

3-2 P=structure as partially specified data
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A5 stated above, f-structure can be seen as & kind of partially
apecilfied data. In current Froleg, there is no direct way to
represent partially specified data object. But specifying the
partial wvalue of the data is not a destructive aseignment which
is treated as side-effect. It is desirable te introduce the
basic econstruct for representing such object, Currently the
partial definition of 2 f-zatructure is treated as the side=-effect
of the definitional eguations. And the side-effect is propagated
by using two assignment list. The assignment list represent the
correction of the data and variable assignments. The cone of the
two 1ist represents the assignments before performing the
definitional eguations (=,&) for a syntactic category, and the
another represents the assignments aflter performing definitional
equations.

The other approach to represent partially specified data object
{f-structure) is being ecarried. These approaches are based on
the use of difference list or ordered binary tree for assignment.

3=3 Functional notation

Meta variables T and + are represented by the variables
assooiated with each syntactie category. These variables are
used as the identifier variable of f=structures or place-holders,
For example, if the designator (T subj) is associated with the
category , then it is represented as [subji, 5] in current
implementation. Notice that the left assceclativity of the
function application is mnot currently available. S0 the
designator (] veomp subj) is represernted as [subi,[veomp, S]],

3-4 Predicates for LFC primitives

The representation for each primitives in LFG is a= follows
(d,d1,d2 are designator, s 12 a set, and = 1s negaticn symbol)

=

1) d1 = d2 => equate(di,d2,01ld,New)

2) d & s -» include(d,s,0ld,Kew)

2} d1 =¢ d2 -3 constrain{dil,d2,01dC, NewC)

4} d (existential comstraint) => exist(d,01dC,NewC)
5} ~{d1 =e¢ d2) =>» neg_conatrain{di,d2,01dC, Newl}

6) ~d -» not_exist(d,0LdC,NewC)
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end the predicates for checking the constraints at the time
when user specifies are provided. These predicates are neaded
form efficienecy of the analyszis. fs Lhe constraints are all
satisfied in the final configuration of the f-structures without
considering the analysis process, it is needed that the process
generating inconsistent result 1z terminated as soon as the
ineonsiztensy is found in the process. Those predicates are :

7} check_constraint(Constraint,Assignment)
B} check_neg_conatraint{Cnnatraint,Assignmcnt}
g) ch&ck_ﬁxiatenceEExistentia]_cunstraint.ﬂsaignment]

10) check inexistence(Existential_constraint,Assignment)

The 0ld and New above are the lists propagating the changes of
assignments described in 3-2. The 0ldC and NewC iz & liat of the
sollections of the constraints appeared 4in the anzlysis of
sentence, and is used in the similar way as 0ld and New.

The details of implementation i= not maln concern of this
paper, but the realization of equate iz briefly explained below.
The mein procedures of equate are locale and merge. equate is
represented in terms of locate and merge as shown below.
(Assignment lists are omitted.)

equate(di,d2) -> merge(locate(di),locate(d1))

locate gets the temporal value of the designater given as 1its
argument from the assignment. merge 'merges' the values of the
two designaters. Here, the meaning of the term "merges' can be
understood as 'minimally satisfied union of the values'. Fig. &
shows some results of the trace of predicate equate in the course
of analvzing the sentence "a girl handa the baby a toy".

SREEE Trace Start ¥WeEE

Designater [spec,Det] locales

_U65:_L66 : indicates plece-hclder
Designator 2z looates

a

Fesult of merging is
a ; variable _N66 is
assigned & wvalue a

{a) Trace for equate({[spec,Dat],a,0ld,New)
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#EREE Trace Start *eeas

Designator Np locates

HNp:_ 672 : value is not defined
yet

Designator Det locates

Det:[[num,sgl,[speec,al]

Result of merging is

Det:[[num,sgl,[spec,all : variable _672 is assigned a
value [[num,sgl,[spec,all,and
Np beccmes egual to Det.

{b) Trace for equate(Np,Det,0ld,New)

#RERE Trace Start ¥eesd

Designator Det locates
Det:[[num,sgl,[apec,all

Designator N locates
N:[[pred,sem(girl)],[per,3],[num,sg]]

Result of merging is
Det:[[spec,a],[pred,sem(girl)],[per,3],[num,sg]]
; union of the two values are
computed, and N becomes egual
to Det.

{e) Trace for equate(Det,N,01d,New)

$E%E® Troce Stapt FHEER

Designator [obj2,Vp] locates

_h160:_ K161 i indicates place-holder
Deaignator Np locates
Np:[[per,3],[pred,sen(toy)],[num,sg],[spec,al]

Result of merging is
Np:[[per,3],[pred,sem{toy}],[num,sg],[spec,a])
; place-holder _2160:_ 1161
becomes identical to the value
of Np.

{d) Trace for equate([obj2,Vpl,Np,0Lld,New)

Fig. 4 Tracing results of equate.
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In Fig. U, the results of loeate of two designator 1s shown
first, and then the result of merge of them is shown. The
temporal assignments for each equation is omitted. As described
above, these changes of f-structure are propagated by the two
assignment list, Old and New.

3-5, Comment for current implementation

The use of identifier variable enables to get high efficiency
about both speed and memory storage. The updatez of the
feostructures modified by equations are done only by the
unifications of the identifier variables, and moreover, due to
the inherent nature of the implementation of DEC-10 Froleg, 1.e.
structure sharing method, a f-structure can be shared from
several upper level f=3structures. The most time consumable
process  of equation is to search the entity corresponding to the
designator from the assignment 1ist. In current implementation,
the redundant entities and varisble assignments are removed from
the assignment list.

The major problems with ourrent implementation 1s:
1) the treatment of partially defined data.

2} the separaticn of the control scheme for constraint from
Definitional Scheme.

3) the lack of the bounded domination meta variable.

The introduction of new data structure, such as ordered binary
tree or difference list, may have good deal for the problem 1.
The problem 2 affects the fundamental performance of the
implementation., The introduction of parallel execution mechanism
or concurrent mechanism should be considered.

The example shown below represents the prolog program that
performs the analysis of the eo-structure and the f-structura
correaponding to the grammar rule.

B = np vp
(T subj) T=+

{a) The grammar rules in LFG notation

a(={Np,Vp),Id_S,01d,New,01dC,NewC] -=>
np{Np, Id_Np,0ld,01d1,01dC,0LdC1),
{equate([subj,Id_s]1,1d Np,0ld1,01ld2)},
vp(Vp,Id_Vp,0ld2,01d3,01dC1,NewC),
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fequate(Id_s8,Id Vp,01d3,New)}.
(b) Corresponding Frolog program

Fig. 5 Example Prolog program of LFG analysis

The wvariables Id_5, Id_MNp, and Id_Vp i=s the identifier variable
for each syntactic category. The wvariables sueh as 0ld, New,
01dC, NewC, etc, , are the lists representing assignmentz and
constraints.

§., Introduction of LFG primitivesz in BOF aystem

The Prolog implementatien of LFC primitives described above is
introduced to our parsing system BUP [Matsumoto,et.al. 83]. The
aim of that 1s :

1) The method for aveiding redundant computation proposed in
[Matsumoto,et.al §3] is available. The considerable
improvement are expected by the method.

&= BUF's parsing strategy is bottom up, left recursive rule 1=
avallable and the separation of the grammar rules and
dictionary items can be done.

2} A3 shown in Fig., 5, direet intreduction of LFG primitives in
DCG is not desirable for the user, There is no need to let
the uzer write down the assignment list or constraint list,
and
mcreover it would be better to hide suech unnecessary data from
the user for keeping the transparency of the gremmar.
On introducing the LFG primitives into BUP, it is achieved by
describing the grammatical relations similar te LFG using
macro notations. BUP translater translates these descriptions
into Prolog programs of LFG primitives, i.e. eguate, include,
constrain, or ete, . This macro expansion results in
considerable improvement of the descriptive power and the ease
for understanding of grammar,

The macre notation of the LFG primitives steted in 2) above is
asaociated with the predicate which corresponds to the syntactic
category 25 its argument. The syntax of macro notations are :

(a) d1 = d2 -> eg(d1,d2),
which is translated into equate(dil,d2,01d,New)

(b) d € 2 =» inell{d,s),
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which is translated into include(d?l,s,0ld,New)

(e} d1 =c d2 => e(d1,d2),
which is translated into constrain(d1,d2,0ld,New)

{d) d => ex{d)},
which is translated into exist(d,0ld,New)

(e} =(d1 =¢ d2) -» not_o(d1,d2),
which is translated into neg constrain(d1,d2,0ld,New)

{f) ~d -» not_ex(d)],
which is translated inte not_exist(d,0ld,New)

(g} check_c(e),
which is translated into check_constraint(c,Assign)

(h) check_not_clec),
which iz translated into check neg constraint(c,Assign)

(1) check_exid},
which is translated into check_existence(d,Assign)

{3} check_not_ex(d),
which is translated into check _inexistence(d,Assign)

These macro notation of LFG primitives are asscciated with the
predicate corresponding to each syntactic category as thelr third
argument., For example, the grammar rule in Fig. 5 is
represented in BUP version of LFG system as in Fig., 6 below.

s{s{¥p,Vp),Id_8,[1) =~=> np(¥p,Td_MNp,leq{[subj,Id_S],Id Npl),
vp(Vp,Id Vp,[eq(Id_5,Id_Vpll).

Fig. 6 Example grammar rule of EBUF

The rule in Fig. & is translated into the Frolog program which
performs the analysis of corresponding LFG rule with a bottom-up
parsing strategy. The program is shown in Fig. 7.

npl(_B,[Np, ILHP]|_C:._D1"-E|_F:._G|._H|...I} H
link{s,_B),
equate{[subi,Id_3]1,Np, E,_JJ,
goal(vp,[Vp,Id_Vpl,_C, K, J, L, G, M),
equate( Id_3,Id_Vp,_L, N},
call(a{_B,Ls(Np, VP} ] Id._S] !‘—JHT_IJ!"—HI-.FI—HT—HT_I}:I -
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Fig. 7 Prolog program corresponds to the grammar rule in Fig. 5

In Appendix 1, a simple LFG grammar for BUP system d1is shown.
And the resulting Prolog programs of translating it is shown in
Appendix 2.

5. The result of some experiments

Fig. 8 shows the result of analyzing the sentence Ta girl
persuaded the baby to go'.
! ?- parse.
LFG System (in BUP) Start. Please Input Sentence.
|: a girl persuaded the baby to go.
Time used in analysis are
1186 ms. for asyntactic analysis
16 ms. for checking constraints

The result of the analysis is as follows

|=s

Assignments for category s i

_1H05;:
[num,sg]
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[per,3]
[pred, sem(baby) ]
[3pec, the)

_T416:
[inf,+]
[pred,sem(go{=ubj))]
[tf_'l,'l']
[subj,_1405]

_H43:
[tense,past]
[pred, sem{ persuade{subj,obj,veomp) )]
[veomp, 14161
[ebj,_1808]
[subj, 5761

_E76:
[per,3]
[pred, sem{girl)]
[num,sg)
[spec,a]

Fig. B8 The result of analyzing the sentence,
#a girl persuaded the baby to go"

The underline prefixed numbers, for example _NH3, are identifier
variablea, In above example, _U43 is the ldentifier variables for
pategory £, _576 is the one for category np immediately dominated
by 3, i.e. a girl, _1405 is the identifier variable for category
np immediately dominated by vp, i.e. the baby, and _1416 is the
identifier wvariable for category vp. The functional control
[Faplan,Bresnan 82] is realized as shown in the f-siructure for
Vp. The wvalue of attribute subj of f-structure for vp is the
festructure for np immediztely dominated by vp, i.e. the Dbaby,
while the one in (e) of Appendix 3, i.e. the result of anzlyzing
"z girl promised the baby to go®, is the f-structure for np
immediately dominated by s.

The time used for syntactie analysis includes the time consumed
by bottom up parsing process and the time consumed by
Definitional Scheme.

tppendix 3 shows the other results of the analysis of LFG rules
shown 4in Appendix 1. As the grammar is too small to get general
conclusion, the approach to syntactic analysis described in  this
paper Seems to be useful from the time used ip a analyzis. I
believe that this kind of approach to syntax is desirable tool
for natural language processing system. And as stated in 3-2, Lo
introduce new control strategy to get more powerful and efficient
result.

The major problem is extracting the more primitives necessary for
tresting the wvariety of ulterences appeared in ustal discourse
situation, and giving the necessary scheme for those primitives.
LF: indicates the way to the problem, but more experiments cn



Page 16

actual syntactic analysis on BUF system must be done for the
satiafiable =ystem for representing grammatical relations. For
the first step, I try te introduce the primitives for long
distance dependency and to extend the syntax of the constralnt.
This will lead to introducing the new control strategy such as
soncurrent execution of Prolog, or coroutinirg by bind hook
mechani sm.

6. Conclusion

Thi=z paper deseribes the implementation of LFG in Frolog, which
is the fipst step of our formal system for representing
grammatiecal relations. Further research on the formal system
will be carried by anzlyzing the wider varlety of statements.
And the formal system will be used as a kernel system of the
syntactic analysis of our text understanding system. The author
would like to thank Dr. Kouichi Furukawa, Chief of the Second
Research Laboratory, for his valuable dally guldance. And The
suthor alsoc thank the members of Natural Language Processing
Group of the Second Research Laboratory.
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Appendix 1. Example grammar in DEG form

J* grammars %/

s(s(Stnp,Stvp),3,[]) =-=2
np( Stop, Np, [eq([subj,s],Npil),
vp{Stvp,Vp,leg{S,Vp)ll.

np{np(Stdet,Stn),Np,[]1) -->
det(Stdet,Det,[eq(Np,Det)]),
n{Stn,H-[EQ{HPrH}]J-

vplvp(Stv),Vp,[1) =-=>
v({Stv,V,[eq(Vp,V)]).

vp(vp( Stv,Stnp1,Stnp2),Vp,[1) -->
v(sSty,V,[ealVp, V1),
“P(StnP1|HP1,[EQ{[ObjtvP}:Hp1}]}l
np( Stnp2,Np2,[eq({obj2,Vpl,Np2)]).

vp(vp(Stv,Stapi,Stpp),Vp,[]1) ~=>
v stv,V,[eq(Vp,V11),
npfStnP1jNP1:[Eq{LﬂhjrvPJIHP1}]}l
pp(Stpp,Pp,[eq([[pease,Ppl,Vp],Fp)l).

vp(vp(Stv,Scnpl,Stpp, Stpp1),Vp,[1) -=>
v{Stv,V,[eq(Vp,VI1),
npl Stnp1,Npi1,[eg(lobj,Vpl,Np1)1],
ppl Stpp, Pp, [eq([[pease,Ppl,Vel,Ppl]),
ppl Stpp1,Pp1,[incl(Pp1,[adjunct,Vpl}l).

vp(vp(Stv, Stnp, Stvpeomp) , Ve, [ ]} ~-=>
V[Etvlvi[EQEvpfvjljl
np( Stnp,Np, [eq{[ob], Vel,Np} 1),
vpeonp( Stvpeonp, Vpoomp, [eq( [ veomp, Vpl, Vpeompl 1),

vp{vp(Stv,Stvpeomp),Vp,[]) -=>
"I"{ St‘ll'l v-p EGQEvp‘!vj ] :I r
vpeomp( Stvpeomp, Vpeomp, [ eq( [ veomp, Vp], Vpeomp) 1) .

vpeomp( vpeomp( Stvp),Vpeomp, [ ]} -=>
vp(Stvp, Vo, [eq( Vpeomp, Vel 1),

vprompi vpeomp( to, Stvp) , Vecomp,
[2q({to,Vpeomp],+),c([inf, Vpeomp],+} 1) ==>
[tel,
vp{Stvp, Vp, [ea(Vpeomp, Vp)1).
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pp(pp(Stp,Stnp),Pp,[]) -->
p{Stp,P,leq(Pp,F)]1),
npfStnD;”P:[EQ([ﬂberFJ.HPJJJ-

/* dictionaries ®/

det(det(z),Det,
[eq{[spec,Det],al,
eq( [num,Det],sg)]) ==>
[a].

det(det(the),Det,
[eq([spec,Det],the}l) -2
[the].

n{nfEiFIJsH-

[eq[n“mfﬂ]lﬂsji
eq([per,N],3),
eq([pred,N],sem{girl))]) -=>
[girll.

nin{girls) N,
[eq([num,N],pl),
eq{[pred,¥],sex(girl) )]} -=>
[girl=l,

nin(baby) ,N,

[eq([num,N],sg},
9@([?““:“];3}1
eq([pred,K],sem(baby)}]) =->
[baby]l.

ninitoy), N,

[eg{[num,N],sg),
BQ{EPEF,N]‘EJ:
eq([pred,N],sem{toy)}]) -->
[toy].

n{n{morning) ,N,
[ﬁq([numjﬂjlsg}!
eqg{[per,N],3),
eq([pred,N],sem{morning) 1) -->
[morning].

ni{nf{room) N,
[eq{[num,N],sg),
eq{ [per,N1,3),
eq{ [pred,N],sem{room) )]} ==>
[room].

vivige),V,
[eg{linf,V],+),

Page 18



eq{[pred,v],sem{go(subjl}il) -->
[go]-

viv{hand),V,
[not_of[per,[subl,V11,3),
eq( [ tense,V],present),
eq( [pred,V],sen( hand(subj,obj,obl))) ]} ==>
[hand].

w(v{handa},V,
[eq([tense,V],present),
eq( [num,[subj,V1l],se),
eq( [per,[subj,V1],3},
eq([pred,V],sem(hand{subj,obj,obl}}}]) -->
[hand=].

v{v{handing),V,
[eq([participle,V],present],
eq[[pred,?],sem[hand{subj,nbj.nblj})]} -3
[handing].

V(V[iE}!v:
[eq([tense,V],present),
eq{[num,[subj,V1].=g),
eql [pred,V],sen( prog( veonp) ) ),
of [partieciple,[veomp, V1], present),
eq( [subj,[veonp,V1],[subj,v])]) -=>
[i=].

vivipersuaded),V,

[eq([tense,V],past],
eq([pred,V],sen(persuade(subj,ob],veompl i),
e(fto,[veomp,V]],+),
eq([subj,[veomp,v1],[ob],¥])]) -=>

[perauaded].

v(v{promized),V,
[eq{[tense,V],past}),
eql [pred, V] ,sem{promise(subj,cbj,veonp) )],
e({[to,[veomp,V]],+},
eq([subj,[veomp,V1],[sub],V]1)1) ==>
[promised].

piplto),P,[eq{[pease,Pl,t0)]) -=>
[to].

plplin),P,[eq{{pcase,P],in}]) -->
iinl.

p(p{on),P,leq([pcase,Pl,on)]) ~->
[an].
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piplat),P,[eq([pease,P]l,at)]) -=>
[at].

p(p{with),P,[eq{[pecase,P],with])]) ==>
[with].

plp(rar),P,[eq{[pease,P],for) ]} -->
[for].

piplof),P,[eq([pease,P],of)]) -=>
[or].
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Appendix 2. Translation result of the grammar in Appendix 1

cemode dict(7,%,+y=92+7: 7270,

r—publie diet/8.

sopode link{+,+).

:-public link/2.

r=mode Eﬂ'al{""??m"‘r'!?:'r?l‘-'l-

:=public goal/B.

:=mode H_I_ﬁubgoal[+,?,+,+,?,-.?,-}.

:-public w_f_subgoal/8.

j=mode p{+,?,+.?+?:7f?mT-?}'

t-publie p/9.

._mode terminall(+,T,+s%,%,7:7:7,%)-

s-public terminall/9.

c—mode vpeompl+,7,+:17:%: 77,7470

:—public vpcomp/%.

cemode Ppl+,7:+: 11700070

;=publie pp/%.

i-mode V[*’l?]"',?l?p?r?j?j?}'

:=public ¥/9.

smode det{+,7,+,7+7:7:7:7:7)

:—public det/9.

somode nf+,7,%,757: 72797080

:=public n/9.

c=mode Rpl+, T+, 700,170,

i=public np/9.

semode VE(+,2,+:7:7:7:7:747)-

i=public vp/9.

:-*II'.'I'D-dE -'5|:+,?|+1?r?r?1?|?|?}-

s=publie 5/9.

link(¥,X).

link{ terminall,vpcoop) .

link(vp,vpcomp) .

link(v,vpoonp).

link(p,pp).

link(det,np).

link{v,vp}.

link{np,s).

link(det,a).

P{P,,_ .ﬁ.,._B._B._E 2L ;_D.__D-._,ﬂ:' .

terminall(terminalt, A, B, B, _C,_ ,. D, D, _A}.

vpuampﬂvpnamp,_h,_ﬂ._B,_E,_ﬂ,_p,_h,_ﬁ}.

DP{F‘FLJ'H_B-_B:_cr_cr__r'r_n:—n}*

v[?,_H,_B,_B,_E,*ﬂ,_D,_E,_ﬁ}.

det[dBt,__ﬂ,__B,_E,_E1._':,__D,_,D|_Aj "

n':nu_fﬁI_E:—B!-..—Er_cr_nr_ﬁ'l_p*j-

nptnp,_A,_B,_B._C,_E._D.mD,_A}.

vp(vp,_4,_B, B, C,_| ».D,_D,_Al.

als, A, By ,_E,_E,_D,_ﬂ,,ﬁ].

DP[_B,[Etnp.HD]f_f._ﬂ._Ep_F._G:_Ht_I} i-
link{=,_B),
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equate{[subj,5],Np,_E,_J),
goal{vp,[Stvp,Vpl,_C,_KE,_J,_L —G,_H),
equate(s,Vp,_L,_N},

callls({_E,[s(Stnp,Stvp),s], K, D, N,_F, M,_H, I)).

det(_B,[stdet,Det],_C, D, _E, F, G, H, 1) :-
link({np,_B),
equate(Np,Det,_E,_JJ,
goal(n,[Stn,N],_C, X, _J,_L, G, M,
equate(Np,N,_L, N},
call{np(_B, [ np( 3tdet,3tn),Npl,_K r-_ﬂr_Hi_Fn_H:-_Hl_I:l ).

v(_B,[stv,v], _C,_ D, E, F, G y_Hy _I) :-
link({vp,_B},
equate{Vp,V, . E,_J),
call(vp(_B,[vp(Stv),Vpl j_ci._Dl-_Jr_Fl._ﬂj_Hr_:{:' ).

v(_B,[Sstv,v],_C, D, _E,_F, G, H,_I) :-
link(vp,_B),
equate(Vp,V,_E,_J),
goal(np,[Stnp1,Np1],_C, K, J, L, G, M),
equate(lobj,Vpl,Np1,_L, N},
goal{np,[Stnp2 s ¥p2] |_K1,_ﬂ':_Hr.-P1J"1_:':' ]
Eﬂuatﬁ[ [ﬂbjE [l \’P] Np2,_F !_R:I '
eall{vp{_B,[vp(Stv,Stnp1,Stnp2),Vpl, 0, D,_R,_ s 0, H,_TI)).

"I"{_,_.Ei[St‘Irr‘l"] :l._"::i..._]:'|_-E:|'—FI—GI._I:.|!I-.'I:I i=
link(vp,_B),
Equa t'e{ vp!v!.....Ei._J} r
goal(np,[Stnp1,Np1),_C, K, J, L, G, M),
equate([obi,Vpl,Np1,_L,_N),
goal(pp,[Stpp,Fpl,_K,_O,_N,_ P, M,_QJ,
equate([[pease,Ppl,Vpl,Fp,_F,_R),
call(vp(_B,[vp(Stv,Stnp1,Stpp),Vpl,_0, D, R, F, Q, H, I)).

v(_B,[stv,v],_C,_ D, _E, F, G, _H,_I) :-
link{vp,_BJ),
equate{Vp,V,_E,_J},
gﬂal{np,[&tnm .Mp1], _C,_E,_J,_ 3, M),
equate{[obi,vpl,Np1,_ L, KJ,
Eﬂﬂl{PP: [Stperp] I_KI—.Dl_HI_P:.._.H:_Q} ¥
equate([[pcase,Ppl,Vpl,Pp,_F, R},
goal{pp, [5tpp1 ,PPT] v 0S5, R, T,.0Q, 0),
include(Pp1,[adjunct,vp),_T,_V),
call{vp(_B,[vp(Stv,5tnp1 ,Stpp, Stppll, Vpl J-—SI—DI-—?I—_FI—U!_-HI‘.—IJ ).

v(_B,[3twv,V],_C,_ D, E,_F, G |_H:-_I}I HL
link(wvp,_B),
equate[‘l.rp,'l.l',_,E,_,J] y
goal(np,[Stop,Npl, _C, K, J, L, G, M),
EQ'ua.tEI: [obj, vpl,¥p,_L,_N),
goal(vpeomp, [ Stvpcomp, Vpeompl,_K,_0,_N,_P, M, _Q},



equate([veomp, Vpl,Vpeomp,_P,_R),
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eall(vp{_B,[ vp(Stv,Stnp,Stvpeomp),¥pl,_0,.D,_ R, F, 0, H, I)).

v(_B,[Stv,V] :—cn_nu_E:_Fr_GruH:_Ij i-

link(vp,_B),
equate(Vp,V,_E,_J},

goal({vpeomp, [ Stvpeemp, Vpeonp],_C, K, J,_ . G, M),

equate([vcomp, Vpl,Vpeonp, L, N,

callfvp(_B,[vp(Stv,Stvpeomp),Vp] , K, D, N,_F,_M,_H_TI)}.

vpl_E, [Stvp,Vp],_C,_ D F—EI_.F'I—GI-_HL_I} i=
link(vpeoop, B),
equate( Vpeonp, Vp,_E,_JJ,

eall(vpoomp(_B,[ vpeomp( S8tvp),Vpeomp],_C, D, J,_F, G, H,_I)).

terminal1(_s,[_c,_ D], E, F, G, H, I, J, K) :-
link(vpeomp,_B),
goal{vp,[Stvp,Vpl,_E, . -G, M, _I, N},
equate( Vpeomp, Vp M, 03,

call{vpoomp(_B, [ vpeomp( to,Stvp),Vpeonpl, L, F, 0, P, N, Q 1K),

Eﬂuatel: [tﬂrvﬂ'ebﬂlp] r"':_P!_H} 1l
sonstrain([inf, Vpeomp] ,+,_Q,_J,_H}.

dict(terminal1,[_4, Bi,[te} €], C, D, D, E,_ E).
p{_B,[stp, Fl,_C,_D, E, F, G r_H!-_I:' i=
lil’l‘k'[PPl_aE}:
equate{Pp,P,_E,_J),
goal(np,[Stnp,Npl,_C, K, J, L, _G, M),
equate{[obj,Ppl,Np,_L, N),

dict(det,[det(a),Det],[al_B},_B, C, D, E,_E) :-
equate([spec,Det]l, e, _C,_Fl,
equate([num,Det],sg,_F,_D)}.

dict{det,[det(the),Det],[the} B],_B,.C, D, E, E} :

equate([spec,Det],the, _C, D).

dict(n,[n{girl),N],[giri|{_B], B, C, D, E, E) -
equate([num,N],sg,_C,_F),
equate([per,N]1,3,_F,_G),
equate([pred,N],semn(girl),_G,_ D).

dict{n,(n(girls),N],[girls|_B], B, C, D 1 E,_E) =

equate([num, N]l,pl,_C,_F),
equate([pred,N] ysem(girl) ,_F,_D}.

dict{ ﬂ,[ﬂ{babﬂ WN1,[baby \_Bj,_E, C,_D w.By_E) ==
equate([num,N],sg, _C,_Fj,
equate([per,N]1,3,_F,_G),

equate([pred,N],sem(baby}, G, D).

G—Ell(F‘P{._Bp [PP{StD,StnPJ er] j_Kl_DJ_.‘NI_F Ia—H-l.—-H!_rI:I } .
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diet(n,[n(toy),N],[tey|_B], B, C, D,_E, E) =
equatel{[num,N],sg,_C,_Fi,
Equate”per. N1,3,_F,_G),
equate([pred,N],sem(toy),_G,_D).

diet(n,[n(morning),N],[morning; B}, B, C, D, E, E) :-
equate([num,N},sg, C,_F),
equate([per,N1,3,_F, G,
equate([pred,N],sen{morning),_G, D).

diet{n,[n{room),N],[room|_B1, B, C, D,_E, _E} :-
equate([num,N],sg, C,_F),
equate{[per‘,ﬂ},ﬂ,_F r_G] '
equate{[pred,N],sen(room),_G, D).

diet(v,[v(go)},V],[go!_B],_B,_C, D, E, E) :=
equate([inf,V],+,_C,_F),
equate([pred,V],sem(go(subj}),_F,_D}.

diet{v,[v({hand),V],[hand|_B},_ B, C,_D,_E, F) :-
neg_constrain{[per,[subj,¥v11,3,.E,_F,_C),
equate([tense,V],present,_C,_G},
equate([pred,V],sen(hand{subj,obj,ebl)}, G, D).

diet{v,[v(hands) ."i'I .Lhﬂndﬂ |-Bl,-B,.C, D, _E, E) :=
equate([tense,V],present,_C,_F),
equate{ [num, [subj, V1], seg,_F,_G),
equate([per,[subj,v1],3,_G,_H},
equate([pred,Vv],sem{ hand({subj,obj,obl)),_H,_D).

diet({v,[v(handing),V],[handing! Bl,_B, _C, D, _E, E) :-
equate([participle,V],present,_C,_ F),
equate([pred,V],sem{hand(subj,obj,obl)),_F, D).

diet(v,[v(is),v],[is! _B], B, C,_D,_E, F} :-
eguate([ tense,V],present,_C,_G),
equate([num,[subf,V1]l,2g,_G,_H),
squate([pred, V] ,sen{prog{veomp) ),_H,_I},
constrain([participle,[vecomp,V]],present,_E, F,_I),
equate{[subj,[veomp,¥v]],[subj,V],_I,_D).

diet{v,[v(persuaded),V],[persvaded|_B], B, C, D, E, F) :-
equate([tense,V],past,_C, _G),
equate([pred,V],sen(persuade(subj,obj,veomp)},_G,_H),
constrain{[to,[veomp, V1],+,_E,_F,_H),
equate([subj,[veomp,V]],[ob),V]),_H, D).

diet(v,[{v{promised),v],[promised|_B],_B,_C,_D,_E,_F) :=
equate([tense,V],past,_C,_G},
equate{[pred,V],sen(proeise(subj,obj,veomp)}, G, _H),
conatrain{[teo,{veomp,V]],+,_E,_F,_H),
equatel[zub),[veonp,v1],[8ubi, V] ,_H,_D}.
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diet(p,[p{te),P],[te]_B], B, C, D, E, E)
equatel[pease,P],to,_C, D).

dictip.[pﬁ in),P],lin! B!, B, C, D, E, E} :
equate([pcase,P]l,in,_C,_D).

diet(p,[p(on),?Pl,[on}_Bl, B, C, D, E, E) :
equate([pease,P],on,_C, D).

diet(p,{p{at),P},[at|_B], B, C,_ D, E,_E} :
equate([pcase,P],at,_C,_D).

dict(p,[p(with),P],[with i_Bl, B, C,_D, E, E} 1=
equate{[pease,P],with,_C,_D).

dict({p,[pi{for),Pl,[for_Bl,_B,_C, DI, _E, E} :-
equate([pease,P],for,_C,_DJ.

diﬂt{P,IP{ﬂf:l +B1 r[‘:“f \_Bl, B, C, D, E, E) :=
equate([pease,P],of,_C, D).

goal(CurGoal,Arg, 20,5, Ass0,A88,C0,C) -
w_f_subgoal(Curioal,_,S0,_,Ass0,_,C0, ),
t

w_f subgoal({CurGoal,Airg,s0,S,A=2s0,48s8,00,C).

goal{CurGoal , Arg,S0,5,A580,4558,C0,C) -
dict(Nt,Arg!,30,81,A830,4851,C0,C1),
link(Nt,Cureal},
Pred=..[Nt,CurGoal,Argl1,51,5,As31,435,C1,C, Arg],
Pred,
asserta(w_f_subgoal(CurGeal,Arg,30,3,Ass0,4s85,C0,C)).
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Appendix 3. Some results of the analyais

LFC System (in BUP) Start. Please Input Sentence.
l: a girl hands the baby a toy.
Time used in anslysis are

10892 ms. for syntactic analysais

0 ma. for checking constraints

The result of the analysis i=s as follows

=5
i=np
I =det
| 1 1-=
I |-n
| |=girl
i=vp
l=w
1 |=hands
l=np
| I=det
i 1| i-the
' |-n
| |=baby
i=np
i=det
! -3
l=n
i=toy

Assignment=s for category & 1s

_1410:
[per,3]
[pred,sem{ toy)]
[num,sg]
[apec,a]

_140o8;
[num,sg]
[per,3]
[pred, sem(baby) ]
[spec,the]

_43:
[ tense,present]
[pred,sem( hand(subj,obj,obl))]
[ebj,_1408)]
[obj2,_1410]
[subj, LuB}
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_H4B:
[per,3]
[pred,sem(girl)]

[nuII:I,SEI
[spee,al

(a) The result of analyzing "a girl hands the baby a toy"
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LFG Sy=tem {in BUP) Start, Please Input Sentence.
!+ a girl hand the baby a toy.

no
P 7=

{b) The result of analyzing "a girl hand the baby a toy"



LFG System (in BUP) Start. Please Input Sentence.
l: a girl hands a toy to the baby.
Time used in analysis are

1257 ms, for syntactie analysis

1 ms. for checking constraints

The result of the analysis is as follows

-8
1=np
1 }-det
bl f-a
I l=n
| |=-girl
|=vp
l=v
! ]=hands
1=np
! |=det
1 1 i-a
I i-n
i |=toy
1-pp
i-p
I l-te
|=np
|=det
| 1=the
=1

fssignments for category 8 is

1720
[num,sg]
[per,3]
[pred, sem{baby) ]
[spec, thel
_1463:
[ebj,_1720]
[pease, te]

_T481:
[per,3]
[pred, =em| toy)]
[num,sg]
[spec,a]

EH
[tense,present]

[pred,sem( hand{subj,obj,obl})]
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[obd,_1861]
[to,_1463]
[subj,_501]
_501:
[Fer ' 3]
[pred,sem(girl)]
[num, sg]
[spee,a]

{e) The result of enalyzing "a girl hands & toy to the baby"



LFG System (in BUP) Start. Please Input Sentence.

l: a girl is handing a toy to the baby in the morning.

Time used in analysle are
3661 ms. for syntactic analysis
17 ma. for checking constraints

The result of the analysis is as follows

i=5

_n'p
|-det

| l-a

|=-n
|=girl

-V

I=ia
-vpoomp
{=vD

P
i=v
|
|

Assignments for category = 1is
_3707:

A1
[obj, 26091
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_2609:

L2177

2385

_2175:

—£173:

_1838:

B3

934:

[pease,in]

}

[ num, =g]

[PEF;31
[pred,sem(morning)]
[spec, the]

[obj,.2609]
[pease,in)

[num, sg]

[per,3]
[pred, sem{ baby )]
[spec,the]

[ob),_2385]

[pease, to]

[per,3]
[pred, sem(toy)]
[num,sg]
[spec,al

[participle,present)
[pred,sem( hand(subj,ebj,obl))]
[eb],_2173]

[to,_2178]

[adjunct,_3707]

[subj,_934]

[tense,present]

[pred, sem( prog( veonp) J ]
[ veomp,_1838]
[subj,_934]

[per,3]
[pred,sem(girl)]
[num,=g]
[spec,a]

{d) The result of analyzing Ma girl is handing
a toy to the baby in the morning.”
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LFG System (in BUP} Start. Please Input Sentence.

l: a girl promised the baby te go.

Time used in analysls are
1167 ms. for sysnatctic analysis
16 ms, for checking constraints

The result of the analysis is as follows

P
F -det
I 1-a
i-n
l-girl
=¥p
r-v
! |-promised
|=-np
I =det
I | |=the
i |=n
! | -baby
{-vpeomp
=to
}-vp
j=v
i-go

ts=ignments for category @ is

_1512:
[num, sg]
[per,3]
[pred, sen{baby) ]
[spea,the]

1377
[inf,+]
[pred,sem(go(subj)}]
[to,+]
[subj,_537]

[tense,past]
[pred,sen{promise{subl], Dbj,?comp}}]
{veomp, 13771
[obj,_1812]
IBUbj ,__53?]
53T:
[per,3]
[pred,sem{girl)]
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[num,sg]
[spec,al

{e) The result of analyzing "a girl promised the baby to gon



