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Abstract

This paper outlines the research and development plan for the Fifth
Generation Computer Project from the view point of computer architecture. The
architectural goal of this project is to develop the basic technology to build
a highly parallel processor which supports a logic programming language. As
intermediate goals, a parallel inference machine, a2 knowledge base machine and
a sequential inference machine are considered.

In the paper, an approach to the goal is introduced as well as
mativaiions of the planning and its technological background.
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1. Intreduction

Since the first generation computer systems appqared, about a quarter qt‘
a century has passed. Now computers are into their fourth generation, which
is characterized by VLSIs and computer networks.

Present computer systems are used in all kind of applications and have
become indispensable tools in our society. In recent years, computers have
found applications in, among others, office automation (OA), computer-aided
design or manufacturing (CAD/ CAM), and home computing.

In these new applications, computers are increasingly wused by
non-computer specialists and thus new requirements are ansing in addition to
convenrional requirements, such as faster processing speeds and more memory

ce.The onus is on contemporary computer science to produce new technology
to fulfill these requirements.

The computer systems of today, however, are still based on the von
Neumann model of computation, although all kinds of improvements have been
made since the first generation. Essentially, all that has happened is that
software systems have been extended to cope with new and more sophisticated
applications. The software systems used in current computers have become too
large and complicated to maintain good productivity, reliability and
maintainability, And hardware systems based on conventional architectures are
also approaching their limits in terms of improvements in computing power and
memory space to support these complicated software systems.

Recent research in software engineering, artificial intelligence,
computer architecture, and VLSI technology seems to indicate that now is the
time to move on from the old von Neumann model of computers.

Research on artificial intelligence has come up with methods of
expressing a variety of knowledge and how it can be used through research on
natural language understanding systems, consultation systems (QA systems),
expert systems, speech and picture recognition systems, intelligent robots,
and so forth. These research results point to the possibility of intelligent
computers which can be used as assistants to human workers.

Software engineering gives us methods of producing and maintaining large
and complex software systems as well as specifications for the computer
architecture which becomes the nucleus of the software systems. The concept
of data abstraction and new programming languages based on well formed
mathematical foundations have had a great influence on the other fields of
computer science.[13]

Research on computer architecture has been stimulated by the research on
software engineering and innovations in VLSI technology. Software engineering
indicates the functions or features which the hardware systems should have to
support new high-leve]l languages. One example is the support of
functionality, a very important feature for parallel architectures such as
dataflow machines.

Generally, the hardware mechanisms to support these features require vast
guantities of hardware components, as can be seen in dataflow or
object-oriented architectures. VISI technology can make these .architectures
practical. VLSIs will probably be the basis for implementing the new
architectures which will support new programming languages with better
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performance and will make many artificial intelligence systems practical in
real use,

In the light of the above developments, a national project, called the
fifth generation computer project, was planned in Japan. In this plan, the
fifth generation computer is characterized by functions oriented to knowledge
information processing. Its machine language will be based on a logic
programming language like PROLOG called FGKL (Fifth Generation Kernel
Language). Its architecture will be based on a parallel computation model
like the dataflow machine which will be implemented in VLSIs.

This project will span 10 years, divided into three stages: a 3-year
initial stage, a 4-year intermediate stage and a 3-year final stage. The
initial stage started in April 1982.

This paper outlines the plan and its research subjects from the viewpoint
of computer architecture. Section 2 briefly explains motivations of the
planning. Section 3 describes research goals and the research and development
schedule. Section 4 gives details of several important research subjects
closely related to computer architecrure.

2. Motivations of Planning

Project planning began by discussing what kind of research should be done
in information processing to prepare for the requirements anticipated to arise
in the 1950s. Three committees were organized in JIPDEC (Japan Information
Processing Development Center) at the suggestion of MITI (Ministry of
International Trade and Industry) in 1979 to make a proposal for the Japanese
national project.

Future computer systems were investigated and discussed from two
different viewpoints: one was social needs, the other, the technology to be
available in the 1950s, The main topics discussed are summarized as follows.

2.1 Social Needs

In the society of the future, computers will be more and more important
for our daily life. Computers will find applications in fields where they are
not used today. In Japan, computers main use has been in secondary industries
to raise manufacturing productivity. This made it possible to produce
high-quality, low-priced industrial goods, such as cars, TV sets, and more
computers.[3]]

However, in other fieids, such as offices, engineering design,
agriculture and fisheries, medical care, education, public service, and
government, productivity is still very low, resulting in wvery high costs.
Japanese society is aging at an unprecedented rate. People 65 years of age or
older will make up 12% of the entire population in the 1990s. Thus, computers
will have to be introduced in primary and tertiary industries to conserve
resources and energy. These demands, and the new fields where computers are
expected to play a very important role are summarized in Table 1.[33]
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In the light of these demands, knowledge information processing came up
as an important target. Omne of the most difficult problems that present
computers suffer from is unfriendly man-machine interfaces which prevent
non-specialist users from using computers easily. This problem has been
studied in such research fields as pattern recognition and artificial
intelligence.

In Japan, research in these fields was promoted by a previous national
project, called the research and development of the Pattern Information
Processing System (PIPS). This project suggested the importance of knowledge
information processing functions which support systems for speech, picture and
image recognition more efficiently.

Finally, we concluded that the realization of intelligent computers is
not a dream but a practical research target which is worth conducting as a
national project. And we named the computer system to be developed as the
goal of the project the fifth generation computer system.

2.2 New Computer Technology

The technological background for future computer systems, in this case,
the fifth generation computer system (FGCS), will come from such research
fields as artificial intelligence, software engineenng, . computer
architecture, computer networking, and VLSI technology.

Recent research topics which we considered very important in constructing
an image of the FGCS are as follows.

1) Artificial Intelligence

- Methodology to express knowledge, and to infer with knowledge as seen in
expert systems, and consultation systems, natural lanpuage understanding
systems, intelligent robots.

- Research on high-level logic to formalize mechanisms of inference and
i}rggnizatiun of knowledge, as shown in theorem proving, and research on modal
ogic.

- New languages and computational models to implement experimental systems.
Examples are LISP, PLANNER, PROLOG, NETL, Actor theory, and Frame theory.

- Many experimental systems for natural language understanding, consultation,
speech and picture recognition, and so forth.

2) Software Engineering

- New programming languages and computational models, such as functional
programming, logic programming, concurrent programming, and so on.

- Proposals for new machine models, such as reduction machines and functional
machines.

- New concepts of programming, such as abstract data type, modularization, and
hierarchical organization.

- Program verification and synthesis, including research on the semantics of
programs, specification, description and so on.
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- Research on programming environment, including personal computing and
networking.

- Research on data base systems, including distributed data base systems.

3) Computer Architecture

- Software oriented computer architectures to support high-level languages
such as LISP, PROLOG, Smalltalk, and Ada. Examples of these architectures are
a dataflow architecture and an object-oriented architecture.

- Parallel architectures to build high-speed computers for symbol
manipulations and numerical calculations, such as a dataflow architecture, and
architectures of various array processors and special purpose machines.

- Data base machine architectures, such as a relational data base machine
architecture, including hardware components to implement relational algebraic
operations.

- Distributed architectures to support computer networking, including personal
computers, local networks, and various hardware components which support the
implementation of good programming environments like a bit-map display,
picture input/output devices, and so on.

4) VLSI Technology

- VLSI architectures to make full use of the potential of VLSI technology, the
key technology in realizing new computer architectures.

- VLSI CAD systems including methods of describing computer architectures and
logic circuits as well as methods of organizing architecture design databases.

- New circuit design methods, such as gate arrays and PLAs, as well as full
customn VLSI circuits to realize short turnaround time and high reliability.

- New devices, such as GaAs and Josephson junction devices, including magnetic
memory devices.

For each of the above research fields, we went over present research
status and forecast innovations in the next 10 years to make images of the
computer systems which would appear in 1990s. Differences in wviewpoint
resulted in several images of the computer emerging. The image deriving from
the viewpoint of computer architecture was different from that deriving from
the viewpoint of software technology and artificial intelligence.

After long discussions, we arrived at a composite images and made a final
plan in summer 1981. This plan was announced at the international conference
on fifth generation computers held October 1981 in Tokyo. In this plan, new
computer architectures, such as a dataflow architecture and an object-oriented
architecture play a very important role in harmonizing the requirements from
software technology with those from distributed architecture and VILSI
technology.
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3. Outline of the FGCS Project
3.1 Functional View of the Research Goal

The poal of the FGCS project is to develop the basic technology which
will be necessary to build the computer systems of the 1990s and to develop a
prototype fifth generation computer system.

The FGCS is oriented to a knowledge information processing system and
will be capable of accommodating irielligent conversation and inference
functions, employing knowledge bases. The functions of FGCS may be roughly
classified as follows:

1) Problem solving and inference
2) Knowledge base management
3) Intelligent interfaces

These functions will be realized by making individual software and
hardware systems. A conceptuzl image from the programming viewpoint is shown
in Fig. 1. In this figure, the modeling (software) system is the project’s -
ultimate goal for software research. The machine (hardware system) is the
ultimate goal for hardware research.

The upper half of the modeling system circle corresponds to the problem
solving and inference function, the lower half to the knowledge base
management function. The portion that overlaps the human system circle on the
left corresponds to the intelligent interface function.

The interface between the software and hardware systems will be the
kernel language, and the hardware system will directly execute the kernel
language.

The figure also illustrates that the intelligent interface function
relies heavily on the two former groups of functions, and that the scftware
and hardware systems are biased decisively towards the human system by
significant enhancement of logic level of the hardware system.

The hardware system will have the hardware mechanisms to efficiently
support the high-level kernel language and knowledge representation language
and provide users with enough processing power to make the application systems
practical

The goal of the software rescarch on the problem solving and inference
function is a co-operative problem solving system. In such a system, a single
problem will be sclved by two or more problem solving systems co-operating
with each other. An example is a medical diagnosing system where a diagnosis
is made in the same way as a physician and a surgeon might co-operate to make
a diagnosis. '

For this purpose, it will be necessary to develop a meta inference system
that performs inferences on the inference processes and also on the knowledge
posessed by the individual problem solving systems. The meta inference system
will have to have not only deductive inference functions but also such higher
level functions as common sense reasoning and inductive inference. These
functions will be realized as software systems in the kernel language.
Corresponding to the basic deductive inference processes, the kernel language
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will be syllogistic, and classified in a logic programming language of which a
current example 1s PROLOG.

The goal of software research on the knowledge base management function
is to establish knowledge information processing technology. This includes
research on a knowledge representation system, a knowledge base design and
maintenance support system, a knowledge acquisition system, and a distributed
knowledge base management system.[24]

These systems will finally be integrated into a co-operative problem
solving  system.  One particularly important research item will be a
semi-automated knowledge acquisition system equipped with a certain level of
learning functions.

For the basis of implementing the knowledge base management function, the
interface to the relational database function which includes a consistency
testing function will have to be realized in the kernel language.

The goal of research on the intelligent interface function is to develop
basic software and hardware systems which enable the user to communicate with
the computer in natural languages, speech, graphics and picture.[25] The
natural language understanding system will cover a basic vocabulary of up to
10,000 words and up to 2,000 grammatical rules and attain a 99 % accuracy in
syntactic analysis.

For speech processing, spesch input and output systems will be studied.
The goal for speech input is to accept continuous speech in Japanese standard
pronounciation by multiple speakers, and to have a vocabulary of 50,000 words
with 95% recognition rate for individual words. Processing speed will be
within 3 times real-time speech.

To atrain these goals, research and d:velopmeni will be conducted for
hardware systems, such as dedicated hardware processors and high performance
interfaces for efficiently processing signal level speech or picture.

The goal of hardware research on the problem solving and inference
functions is to develop hardware inference mechanisms, that is, an inference
machine.[32] An important function of the inference machine is supporting the
kernel language, attaining enough processing speed to make the application
systems practical.

The maximum speed is expected to be 100M to IG LIPS. LIPS stands for
Logical Inference Per Second and 1 LIPS denotes one syllogistic inference
operation per second (one invocation of a clause). 1 LIPS corresponds to 100
to 1,000 IPS (Instructions Per Second) for current computers.

To realize such performance, the key research and development item will
be a high-level parallel architecture- which efficiently supports symbol
manipulaticns and uses high-speed devices. The research will concentrate on a
new architecture, based on dataflow and object oriented architectures, suited
to a parallel inference mechanism.

The goal of hardware research on the knowledge base management function
15 to develop hardware mechanisms, that is, a knowledge base machine, An
important function of the knowledge base machine will be the capability to
store a very large amount of data which may consist of instanciated facts and
rules for inference and the capability to efficiently search, sort and update



S.Uchida Page 9

the data.[27]

The requirements for the hardware system to support the high-level
knowledge base function are mot so clearcut; however, a relational data base
svstem will probably be the basis of the machine. The research will
concentrate on a relational data base machine architecture including parallel
and pipeline processing mechanisms, and a memory hierarchy system with a
virtual memory mechanism,

M.emory capacity will probably be 100 to 1,000 GB and the average time to
retrieve a piece of knowledge data for answering a question, a few seconds.

In the final stage of the project, the software systems will be
integrated in a prototype software system known as the basic software system.
The hardware systems will also be integrated as a prototype FGCS system which
will probably include about 1,000 processing elements and be implemented in
VLSIs,

On these software and hardware systems, basic application systems will be
developed. The goals of the basic application systems are listed in Table 2.

The conceptual organization of the prototype FGCS is illustrated in
Fig-2 and Fig.-3. These figures also show the layers of the software and
hardware systems and the position of the languages which interface the
hardware and software systems.

For the actual use of the FGCS, however, several models will be developed
to' meet requirements for various performance levels for each of the three
functions. For example, 2 knowledge base enhanced model will be used to
manage large-scale knowledge data. Small models will be used as future
personal computers.

These models of the FGCS will have the kernel language as their common
machine language and will be used as nodes of network systems, Thus, the
software and hardware systems will be organized to form distmibuted systems.

In addition to the research subjects described above, there is one more
important class of research subject: development support systems. This
includes the development of a sequential inference machine and research on
VLSI technology and systems architecture.[26][28]

The sequential inference machine (SIM) will be developed to support and
accelerate the development of the software system by providing researchers
with a good programming environment. The SIM will be a firmware-based
personal computer system supporting an extended PROLOG language ( called FGKL
version 0.) with a local network system to interconnect many SIMs.

The plan is to complete the design and implementation of the SIM in the
initial stage so that SIMs can be used from the intermediate stage.

The research on VLSI technology will mainly focus on an intellipent VLSI
CAD system, including methods of describing computer architectures, hardware
modules, and logic circuits as well as techniques of organizing an
architecture design data base. Another important role of this subject will
play is to support the implementation of various experimental systems, such as
the SIM, an experimental dataflow machine, and an experimental relational data
base machine. :
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The research on systems architecture is intended to provide the
researchers with software and hardware development support systems which will
consist of large scale computers, SIMs, several experimental systems, special
purpose processors, and so forth. An important research item here is the
development of 2 high-speed local network system which will enable us to
efficiently carry out experiments which will combine experimental software
systems and hardware systems in various ways. This research network system
will probably develop into a knowledge information processing network system
on which software systems, such as a co-operative problem solving system, will
be implemented.

3.2 Schedule of Research and Development

The research subjects in this project involve many unknowns and thus the
research and development will have to progress by trial and error. Plans must
change, depending on the level of achievement in each research subject.

This project will span 10 years, divided into an initial stage ( 3 years
)}, intermediate stage ( 4 years ), and final stage ( 3 vears). At the end of
the initial and intermediate stages, research achievements will be evaluated
and details of the research plan for the next stage determined. The points of
emphasis for each stage are as follows.

In the initial stage, the purpose of research is to accumulate the
achievements of the past and evaluate them to construct new frameworks toward
knowledge information processing. Thus, many research items will be studied
independently and candidates for each research subject will be screened to
determine the main research subjects for the intermediate stage.

In the intermediate stage, the research items of the initial stage will
converge on two research subjects: an inference machine subsystem and a
knowledge base machine subsystem.

The inference machine subsystem will support the wversion | kernel
language which will include functions for describing parallel processing.
Thus, its architecture will be based on a parallel architecture, such as a
dataflow architecture. This machine is called the parallel inference machine
(PIM). The PIM will contain about 100 processing elements.[29]

The knowledge base machine subsystem will support the knowledge
representation language to be developed in the intermediate stage. Its
architecture will include mechanisms to support relational algebraic
?pc;atin;ls and some new operations for handling instanciated facts and rules
axioms).

In this stage, part of the VLSI CAD system will be used to support the
implementation of the hardware modules for these experimental machines.

In the final stage, a total system will be developed by restructuring and
combining the research achievements of two subsystems developed in the
intermediate stage. Software systems, such as the basic application systems,
will also be run on this system to evaluate its performance.

The research subjects of the initial stage are listed in Table-3.
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4. Research Plan for Computer Architecture

This section outlines the research and development plan for computer
architecture and some of the research subjects which will be studied in the
initial stage.

4.1 Overview of Architecture Research

The most important requirements for research on the fifth generation
computer architecture are listed below.

1) Support of the fifth generation kernel language (FGKL)
2) Support of modular programming

3) High processing power for symbol manipulations

4) Support of a large knowledge base

5) Support of distributed processing and personal computing
6) Implementation in VLSIs

Recent research achievements in computer architectures show that these
requirements are mutually interrelated. Many researchers are trying to
develop a new basis constructed by unifying various theories and experiences.

In the same way, this project must aim at establishing a new framework as
the basis for the new generation of computers. Fig.-4 illustrates one
approach to achieving the goal from these requirements. :

Each requirement will be discussed from such view-peint as programming
language, parallel  processing,  distributed processing, and VL3I
implementation.

4.2 Programming Languages

The basis for the programming language for the FGCS was selected by
considering the following points.

1} Description of the processing of inference and representation of
knowledge

2) Support of modular programming

3) Possibility of program verification

4) Eligibility for data base handling

5) Description of parallel proce-ssi.ug

6) Description of distributed processing

We surveyed and evaluated these points to compare candidates for the
kernel language for the FGCS.

Point 1 is related to such language features as procedure invocation (
subroutine call ) by pattern matching, non-deterministic processing { like
search of a pame tree ), and declarative description ( not procedural %

These features correspond to the basic deductive inference mechanisms
often observed in the mechanisms of theorem provers. These features first
turned up in a programming language called PLANNER [7] which introduced
back-tracking as a mechanism for realizing non-deterministic processing.
PLANNER, however, was implemented in LISP and its semantics { computational
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model ) were not always clear.

These features next occurred in PROLOG. The first PROLOG interpreter was
made 1in France. It was not particularly efficient because it was implemented
in FORTRAN. One of the unique features of PROLOG 1is that 1ts semantics are
very clear because it is based on a procedure of theorem proving for first
order logic { Horn clause ). When PROLOG was implemented in assembler on
DEC-10, its superiority over other languages became more obvicus. Now, PROLOG
is considered to be the most appropriate language for implementing high-level
inference systems, such as common sense reasoning and inductive inferemce
systems.[1}-[4]

Prints 2 and 6 are closely related when observed from an architectural
viewpoint. Concerning point 2, the concept of data abstraction should be a
very important basis for programming methodology, especially modular
programming.

One way of supporting data abstraction is to introduce an object-oriented
computation maodel, the basis for such languages as SIMULA, CLU, and
Smallitalk.[10])[11}{16] This model also applies for the description of
distributed processing. As the purpose of modular programming is to make
isolated program modules and to express computation by message-passing among
these modules, it is naturally related to distributed processing and
distributed architectures.[38] The most generalized model is probably the
Actor model, which includes a dataflow model as its subset.[8]

Hardware architectures and mechanisms, such  as object-oriented
architecture, capability mechanisms, and dynamic type checking mechanisms
should be researched in parallel with these language featires.

As the point 3, a good mathematical basis for programming languages is a
must for understanding the meaning of programs. For program venfication and
synthesis, functional languages and logic programming languages are
appropriate because they have clear and formal models.[13]

As point 4, this project concentrates on the interface between the kernel
language and the relational database. The machine language level is usually
set to relational algebraic operations, such as selectionrestriction and
join. Functional languages and logic programming languages are will extend
naturally to interface with relational algebra.

Point 5 is important not only for describing many problems naturally but
also for building high-performance machines to employ parallel architectures.
An important example 1s the relation of functional languages to dataflow
architecture. The functionality of programs must be assured by programming
languages which make full use of parallel architecture, especially for symbol
manipulations. For this purpose, functional languages and logic programming
languages are again the most promising.

After long discussions on the above points, we determined that the kernel
language (FGKL) would be a logic programming language We selected PROLOG as
first stepping stone toward the FGKL. As the present PROLOG is implemented on
conventional sequential machines and support of modular programming is not
always sufficient, several extentions will have to be made to f{ulfill this
project’s requirements.
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Three versions ( 0 to 2 ) will be designed at the beginning of the
initial, intermediate and final stages, respectively. The extensions will aim
to include language features such as the following.[24]

- For version 0, . .
1) Mechanism for structuring programs
2) Interface to the relational database

- For version |, )

3) Introduction of functions for parallel execution

4) Mechanism for supporting abstract data type handling
5) Meta level control functions to control parallel execution

- For version 2, _ _ _

6) Extension of meta level control functions such as intelligent
backtracking, exception handling, contrel of focus, and multi-world
model.

These versions of the FGKL correspond to the hardware systems to be
developed in each stage. Version 0 corresponds to the sequential inference
machine (SIM) which will be the firmware-based personal computer. Version 1
corresponds to the parallel inference machine (PIM) which will be based on a
dataflow architecture. Version 3 corresponds to the final prototype system
which will be developed at the end of this project.

4.3 Parallel Processing and Distributed Processing

The important research goals for computer architecture through the
inirial and intermediate stages are summarized as follows;

1) Research on parallel computational models and parallel machine
organizations for a logic programming language { kernel language version
I, or parallel PROLOG)

2) Research on the mechanisms to support modular programming by
introducing an object-oriented architecture

3) Design and implementation of an experimental model dataflow machine to
collect various data for designing a highly parallel processor for symbol
manipulation and for implementing hardware modules using semi-custom or
custom LSIs and VLSIs

4) Development of a small-scale relational data base machine which can be
used ch:r research tools connected to the sequential inference machine (
SIM

5) Development of SIMs (extended PROLOG machines) as research tools.

Development of a parallel inference machine will rf:t]uf.re both top-down
and bottom-up approaches. The top-down approach will start from research on
parallel execution models of PROLOG and reach research for the dataflow
machine,
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A number of researchers have been working on parallel execution models of
PROLOG. Execution of a PROLOG program can be thought of as an and-or-tree
search. And-nodes correspond to the terms in each clause, or-nodes to a group
of clauses each of which has the same clause head. To execute PROLOG programs
in parallel, two styles of processing, multiprocessing[34] and pipelining, may
be applied. Pipelining is often called stream processing.[6] Multiprocessing
can be applied to the or-nodes, pipelining to the and-nodes. In these
processing mechanisms, the techniques studied in dataflow machine research
will probably be commonly applicable, Examples are such mechanisms as lazy
evaluation, procedure invocation, associative search, and structure memery
with garbage collector. This kind of research has just started and there
rerain a lot of interesting problems to be solved.[17]-[23]

The bottom-up approach will start from research on machine components,
such as processing elements or structure memories for a dateflow machine. The
research on object-oriented architecture will also procesd along more or less
same lines. The performance or capacity of each machine component will be
very important in determining the overall machine structure. The techniques
of implementing components in LSIs or VLSIs will also be studied through
experimental development. In addition, hardware and software simulators will
be made to evaluate overall machine structures. '

This project plans to develop an experimental dataflow machine containing
about 10 processing elements. An image of this machine is illustrated in
Fig.-5.[29] Some basic components, such as processing elements with
associative memory nmechanisms and a connection network will also be
experimentally built. i

Research on an object-oriented architecture will be done in parallel with
rescarch on the kernel language. To describe concurrent processes, the
concept of an object is very convenient, This concept has been implemented in
seve languages, like SIMULA, Smalltalk, and ADA.[l6] For PROLOG, the
introduction of this concept has been studied, for example, in T-FROLOG, which
is developed in Hungary.[5] The hardware mechanisms for supporting the objects
or [ahﬁtraict data types have been studied in such machines as ALTO, and System
38.[10}[14

In this praiject, this research plans to develop memory mechanisms which
support object creation and deletion, dynamic type checking, and associative
search to map logical names to physical addresses. These mechanisms may
initially be used in the SIM. After that, they will be included in the PIM.

Research on the knowledge base machine will start with research on a
relational database machine. This research will especially focus on
development of the memeory hierarchy system. This system is very important in
making the relational database machine practical. This system will include
large capacity silicon disks (107 to 400 MB) as well as a high speed interface
to large capacity (about 10 GB) magnetic disks. This machine will also
include 4 to 8 processing eclements to perform some relational algebraic
%1;3{2(%{11;1]5 such as join and projection. An image of this machine is shown in

ig.-6.

The intention in developing the relational database machine in the
initial stage is not just as an experiment but also as a research tool which
will be necessary from the intermediate stage. This small-scale database
machine will become the basis for the large parallel database machine to be
developed in the intermediate stage, because of the memory hierarchy system.



S.Uchida Page 15

In this large machine, new hardware mechanisms, such as a highly parallel sort
and search processor based on a stream, based dataflow contrel will be
introduced.

The development of the seguential inference machine (SIM) is one of the
most important goals of the initial stage. The most important reguirement of
this machine is to provide researchers with a good programming environment
including a fast interpreter for FGKL version 0 (extended PROLOG) and a large
memory space. The SIM will employ a fast microprogrammable processor with
several dedicated hardware modules to enhance stack-operations. Execution
speed should be about 10 times faster than a present large-scale computer
(about 500 KLIPS). A large memory space is very important for debugging
PROLOG programs and thus, a memory space of more than 16 MW is target. The
organization of this machine is shown 1n Fig.-7.[32]

This machine will include several hardware stacks and some hardware
modules for hashing to improve its execution speed. For smooth man-machine
communication, peripherals will include a bit-map display, Japanese character
input/output devices, picture and speech input/output devices and local
network interfaces. In addition to these devices, an interface mechanism to
the relational database machine will be developed so that it can be used as an
external database for the extended PROLOG interpreter. How to include the
relational database in the PROLOG language processor poses one of the most
interesting research questions.

As the SIM is to be used as a personal computer, research on distributed
processing will alsc be done te develop a research computer network system
which will enable researchers to carry out experiments efficiently.

4.4 VLSI CAD System

In this project, research on VLSI CAD system has two major purposes. One
is to develop an inmtelligent VLSI CAD system. This research is an FGCS
application. It will cover high-level hardware description languages and
methods to convert hardware descriptions to low-level circuit descriptions
using various hardware design skills, An image of this CAD system is
illustrated in Fig.-8.[28]

The othar purpose is to provide researchers with design toels to develop
the various hardware modules and semi-custom or custom LSIs and VLSIs required
to build many experimental machines. For the design tools, a hardware
description language to specify module functions will be very important for
good documentation, because several manufacturers will co-operate in making
many madules, thus necessitating a standard language.. Most manufacturers in
Japan have their own CAD systems which cover gate-level circuit design,
pattern layout, and chip making.

Under the above conditions, research will focus on a high-level CAD
system which includes items like the following.

1) Hardware descriptions such as specification description and functional
description

2) Methods of translating high-level descriptions (functional description
and structural description ) 1nto concrete circuit descriptions

3) Methods of simulating and verifying the described hardware circuits
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4) Accumulation of design data to build an architecture design database

5) Development of a personal logic design station which will be made on a
sequential inference machine with a small-scale database machine

Research on high-level hardware description and verification shares a
common background with research on an intelligent programming system which
will include research on specification writing, program verification and
algorithm banks. Thus, the achievements in software research will be
introduced into this area.[36] For example, a logic programming language can
function as the basis for hardware description languages more appropriate for
verification and translation.[37]

5. Conclusion

This paper briefly outlined the FGCS project and its architecture
research plans. Research on computer architecture should be done in parallel
with research on programming languages. In this project, the language
features will determine the external specifications of the hardware systems.

For example, FGKL version 0 will determine the primitive machine structure of
the SIM, and FGKL version 1, the structure of the PIM. Programming languages
impose top-down requirements, VLSI imposes bottom-up requirements.

Bottem-up requirements include a regular structure and adequate
modularity in hardware design and a powerful CAD system to cope with the
complexity of the circuits to be designed. Research on these items will not
get far without appropriate targets. In this project, this research will be
done by producing hardware modules for experimental machines, such as a
dataflow machine and a relational database machine.

The new generation of computers which will appear in the 1990s will have
to satisfy both top-down and bottom-up requirements. The final prototype
system developed at the end of this project will be one of the first examples
of the new generation of computers.
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Table 2 Subjects and targets for basic applications systems

Machine translation svstem

Translations among multiple languages
Vocabulary size: 100,000 words

Machine to guarantes 3 0% zccuracy, with the remaining 10% to be procsssed through
intervention by man.

System to be an integrated system where computers participate in the individual stages
ranging from text editing to printing and of translations.

Total costs involved to remain at 30% or lower than those of translation by man.

Consultation svstems

Speciman zpplications

. Medical diagnosis

- Matural language comprehension

. Mechanical equipment CAD (computer aided desien)
. Computer user consultation

. Computer systems diarnosis

MNumber of objects: 5000 or more

Inference rules: 10,000 or more

Semi-automated knowledge acquisition

Interfaces with svstem: Natural languagss and spesch

Vocabulary size: 5000 words or more
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mable 3. Rasearch and development subjects in the initial srtage

. Research and development subject
Subject {- genotes a technical item for the initial stage)
Problem— | problem-solving and |- 5G xemel language
i inf cE mec ism . . S .
solving and |inferen han - Co-operative problem-solving mechanism
inference g
ey eTam - parallelization of inference mechanisms
orghlem-solving and |- Data flew machine
inference machine ‘ .
* - mbstract £ata Cype support mechanism
- Parzilel type inference mechanism
Knowledge Enowledge base - Fnowledge representation SYSTem
bBaze mechanism
&% < - Large-scale knowledge base system
system
- Distributed knowledge base management
system
¥nowledge base - Relational databass machine
machine i
- Parallel type relaticnal operation- and
knowledge cperation hardware mechanism
- ¥nowledge base basic hardware mechanism
Intelligent - Ratural langusge processing
intezface cpeech processin
system P F v
’ - Graphics and image processing
- Bigh-performance interface eguigment
Development |Pilet model for - Segquential inference macnine hardware
support software sYstem
sSystem cevelopment . .
Y P - Seguential inference machine scitware
system
Technigues of - Intelligent WLSI-CAD system
integration in !
- - Software and hardware development
VL5Is and systems Sof B
‘o . support SVSLEemS
architecture -
Basic Machine translation
applications |systems
5}‘51:!:1115
Censultation Systems
Intelligent program- |- Modular programmiIng svstem
ming systems s
g sy - Meta/specification description
language and verification systems
- Automated progran symthesis and
| alogorithm bank
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