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1 Imntroduction

I had been kindly invited by Dr. Fuchi to stay at TCOT in July and Awgust 1991 My
main activities which will be described in more detail below has been the presentation of
PARTHEO. the development and implementation of a top-down theorem prover in the
language KL1 as well as many interesting discussions with researchers at [C'O]" about
their work and abount theorem proving. '

Furthermore. 1 had the possibility to write two Technical Reports [Sch91h, Sch91a] on
the work | have done during my stay.

2 Presentation of P&RTHEO

Profl. Loveland and 1 gave a presentation on the Model Elimination Caleulus and s
{parallel) inplementation at a joint working group meeting. Prol. Loveland focused on the
calculns and METEORSs, a high performance theorem prover developed at Duke University
fALO1].

The topic of my presentation was "PARTHEO: A High Pecformauce parallel The-
orem Prover™ (with [SL90] as a hand-out). PARTHEO is an OR-PARallel THEOrem
prover based on the Model Elintination Calculus, It has been implemented on a net-
work of (currently) 16 transputers and an intel Hypercube [PSC/IL both architectures
featuring distributed memory and message passing. PARTHEQ has been buili on top
of our sequential theorem prover SETHEO [LSBB90] which uses abstract machine toeh-
nology. semi-compilation, and which has several built-in methods for pruning the search
space. Such an abstract wachine is running on each processor node of PARTHEO. OR-
parallelisin can be exploited by distributing the OR-search tree which is spanned by the
formula, muong the processors,

Each node of the search-tree and one of its possible continuations comprise a tash. the
basic piece of data which is ekchanged between the processors. Fach processor executes
such tasks. aud tries to extend them by applving a Model Elimiuation Extension or Re-
duction Steps. If w new node in the OR-tree is encountered. i.e. there is more than one



possibility to proceed, new tasks are generated. These tasks are kept in the local memory
of the pracessor. and are transmitted only on reguest. This model. the task stealing model.
allows for a good load-balance aud fast distribution of the work-load without the need ol
a global control unit. To further reduce the amount of data to transmit, the tasks are
encoded and will be reconstructed by recalculation at the receiving processor.

With this architecture, very good speed-up results could be obtained with many ex-
amples {e.g. 15.09 with 16 processors (queens example}). Further points of discussions
have been methods for pruning the search space. as well as possibilities and problems on

generating and using lemmata.

3 KPROP: A Theorem Prover Implemented in KL1

During my stay at ICOT, [ had the opportunity to implement a top-down theorem prover
in the parallel language KL1. Based on my experience with SETHEO, this prover uses
Model Elimination as its caleulus. and is capable of proving theorems of full first order
propositional logic. The restriction to propositional logic made the KL 1 program much
shorter (it has been my first KL1 program), and also allowed to implement some powerful
pruning methods as well as a rather siniple exploitation of AND-parallelism.

Similar to the approach in [Let88]. aud the PTTP [Sti89], | am using a compiling
approach: each clause of the input formula {in Conjuactive Normal Form) is compiled
into {several} kLI clauses. Additionally. ouly a few predicates are needed to complete the
theorem prover. The AND-parallel model of KPROP is directly based oun the prinicple of
KL which allows a concurrent execution of the body-goals of a clause. The work of solviug
the subgoals of each input clause is done in parallel, and synchronisation is accomplished
by combining the results (“subgoal solved™ or *subgoal not solved™).

[n order to increase the efficiency of this theorem prover. a powerful pruning method for
reducing the size of the search spaces has heen implemented. similar to that found in o.g.
SETHEQ. in regular intervals it is checked. if the current node in the Model Elimination
tablean has an ancestor with an identical literal as value. I such a node is found {1his
check is rather cheap in propositional logic). this brauch is considered to be [ailing. and a
backtracking step is made. With this rather straight-forward implementation. very good
results could be obtained which compare {or are eveu better) to other inplementations ol
high performance theorem provers. [Sch9lb] describes the theorem prover in detail aud
shows the results of a number of experiments with conunonly used benchimark examples.

The technigque of compilation and the usage of Model Elimination Caleulus easily
fits into the execution schene of the langnage K11, Fspeciallv the possibility for rapid
prototyping in KL1 and the very uselul tools for visualisation (profiler). as well as the kind
support of many researchers at 10T helped we 1o guickly overcome first difficultios in
using kL1 - mainly due to its differences to PROLOG. and due to the lack of a powerlul
and easy to use parallel dehugger.

Additionally to KPROP. I implemented some first prototyvpe of a Model Elimination
theorem prover for predicate logic (see also below). bt unfortunately, not encmgh time
was left to do fucther implementation work, and to make measurements,
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4 Combining Top-Down and Bottom-Up Theorem Prov-
ing

With Dr. Hasegawa and Dr. Fujita [ had some discussions about the combination of top-
down and bottom-up theorem proving to increase the efficiency of theorem provers. The
major source for inefficiency of top-down theorem provers based on the Model Elimination
Calculus is that they have to proof the same subgoal over and over again, thus introducing
a lot of redundant computation. On the other hand. bottom-up theorem provers lack a

“goal directedness”.

In his paper [Sti91], Prof. Stickel proposes a Meta-interpretation of the top-down proof
procedure by a bottom-up system. This approach is to incorporate the more flexible
search strategies, bottom-up systems have. [ reported about some work done at the
Intellektik Group (Prof. Bibel) in Munich [BLSS7]. In this case, data-base technology is
employed to do some bottom-up preprocessing steps. Based on this idea, I proposed a
simple connection of a top-down theorem prover and MGTP (bottom-up): The MGTP is
running as a preprocessing module and deduces new single-literal ground clauses (“facts™)
from the given formula. Hereby the nnnther of allowable levels of resolution is restricted.
After that run, the newly generated clanses (after doing some subsumption testing) are
added to the original formula, which theu is iuput to the top-down theorem prover. This
prover then tries to find a solution, using a depth-first search with iterative deepening.

A number of first experiments which have heen carried ont by using SETHEO [LSB B90)
as the top-down theorem prover showed astonishing results. In some cases, improvements-
of more than a factor of 5000 could be obtained.. This may be due to the following two facts:

1. the preprocessing step can be done in a rather short time, since MGTP is well suited
to generate ground atons.

2. for finding a top-down prool, the search tree has not to be searched as deeply as
without the preprocessing step. Even with the additional facts which increase the
hreadth of the search-tree. in mauy cases. the search space which has to he explored
seems to be smaller. This especially troe in cases. where Lhe search space explodes
expounentially.

Based on these results. which are described in detail in [Sch91al. [ had some discussions
with Yuasa-san of Waseda University, who will implement siuch a combined system in KLI.
As the bottom-up theorem prover. MGTP will be used. the top-down theorem prover will
be based on the Model Elimination Caleonlus, 1t will employ many ideas of KPRODP, and
the prototype of the unification routine. I have implemented in KLIL

5 Discussion with Researchers

5.1 Owverview of FGCS Project
During mgy stay, | had the possibility Lo learn about some of the many projects going on

at [C'OT. Dr. Uchida gave Prol. Loveland and e a very detailed and interesting overview
of the Final Stage of the Fifth Generation Project. Of special interest to me has been the
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presentation of the design of the PIM. The close cooperation at [COT between hardware
designers and developers of the K L1 language seems to me a substantial prerequisite for the
design of a powerful parallel system, in contrast to many other approaches. where only a
hardware, or only a parallel language exists. Furthermore, the plan of building 5 different
PIM’s with different architectures and processors, but with the common programming
langnage KL1 opens up best possibilities for a extended study on parallel execution.

I also have been deeply impressed by the large number and variety of different appli-
cations. The possibility for a wide-spread usage of the programming language KL1 and
the underlying system is largely facilitated by the remote access of the machines at 1COT
= although I think there is still a need for further mannals and tutorials of KL1 written
in english.

Furthermore, the combination of PST or PIM with UNIX/OSF as done at ICOT seems
to me essential for a widespread commercial use of this work.

5.2 Theorem Proving

The MGTP theorem prover, developed by Dr. Hasegawa wnd De. Fujita seews very inter-
esting and promising to me. As an extension of SATCHMO. the theorem prover developed
at the ECRC. this kind of bottom-up theorem prover seems Lo be especially appropriate
to be executed by KL1. The generation of ground models can be handled very efficiently
in KL which has pattern matching as its basic method ol parameter transfer,

The parallel model of execution of the MGTP developed by Fujita-san shows very good
speed-up results which are also due to his very interesting aud guite general scheme of
distributed load balancing.

Furthermore, a version of MGTP has been developed, which can handle non-ground
models. In this case, an explicit unification routine (e.g [rom the “meta-libtary™) has to
he used. since logical variables cannot be directly mapped to KLL-variables. A compiled
approach, as well as the usage of vectors in kL1 for the managewment of variables may
increase the efficiency of the unification routines.

5.3 Constraint Satisfaction

[n a meeting with Dr. Aiba and Dr. Menju. [ have been shown a demonstration of con-
straint satisfaction algorithms. To me, the paradigm of consiraint progranuning is very
interesting. partly becanse constraint satisfaction and theorem proving are in some kind
very similar to each other. [ have been very impressed by the speed of the algorithm for
solving hoolean constraints, which has becu developed by Menju-san. Bestde for program-
ming. constraint satisfaction seems to be a very valuable tool for hardware verification (or
generation of test patterns). Some other, very interesting application could be the combi-
uation of constraint satisfaction with theoremn proving. Mauvy problems can he solved with
the hefp of constraint satisfaction quite eaxily. whereas other theorem provers are often
incapable of finding a solution. Thix, e.g. can be seen with many “puzzles” problems.
Furthermore. with constraint satisfaction, relations between the variables are detected.
Therefore, a whaole set of solutions can be obtained. given as a set of equations. whereas a
theorem prover has to search for each solution individually,
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5.4 Higher Order Type theory

With Dr. Hagiya of RIMS in Kyoto, | had a very interesting discussion about theorem
proving and his work on higher order type theory. Especially the application to software
reuse is of great interest to me, since at the Intellektik Group, there is a joint project
with Siemens about software reuse. In this project, our theorem prover SETHEO will be
used to retrieve software models from a library, with the specifications given in first order
predicate logic. I thank ICOT for the possibility to make this visit.
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