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ABSTRACT

The Fifth Generation Computer Systems
Project was launched in 1982 ae part of the
information-related poliey of the Ministry of
International Trads and Indostry (MITI). Its
purpose is to regearch and develop a new computer
technology that will provide the basis for the
ereation of knowledge information proceszing
gystems (KIPS) needed in the 1990s.

ICOT has been entrusted by MITI to promote
this national project in cooperation with
manufacturers, national and public research
organizations, and universities.

The project has been proceeding according toa
ten-year plan, which is divided ints an initial
three-year stage, an intermediate four-year stage
and a final three-year gtage. This year, 1988, ig
the last year of the intermediate stage.

‘This report describes the R&D status of the
intermediate stage and the R&D plan for the final
slage.,

1 OUTLINE OF THE FIFTH GENERATION
COMPUTER SYSTEMS PROJECT

The R&D programs of this project aim at
creating prototypes of fifth generation computer
gystems, The basie framework of fifth generation
computers, an outline of the general R&D plan,
and the organization to promote this project are
deseribed below,

1.1 Basic Framework of Fifth Generation
Computers

1.1.1 Concept of Fifth Generation Computers

Conventional enmputers have been clagzifiad
into generations according to their constituent
hardware elements: vecaum tubes, transistors,

IC, L8I and VLSI. But they are all based on the
same Von Neamann architecture, which is
characterized by sequential processing and stored-
program schemes,

In present-day computers, the characteristics
of the architecture determines the type of
machine language and software based on
machine langueage is procedural. Present-day
computers are limited becanse there is an
enormons gap between the way that they work
and the way that human beings think, knowledge-
baged inference. Computers must follow pre-
defined procedures; they cannot do processing that
depends on the circumstances,

There are basic needs that future computers
must gatisfy. They should be intellipent, easy to
use and readily available; their seftware must be
productive. Although conventional eomputers
have the architectural limitation explained
previonsly, there are technieal seeds such as
regearch into artificial intelligent technology,
architecture technology and software engineering
technolegy. These technolegies have been
developed independently.

The objective of the Fifth Generation
Computer Systems Project is to overcome the
technical restrictione of conventional computers
and develop innovative computers capable of
intelligent information processing. Buch machines
will be essential in the information-oriented
gociety of the 1990z,

The concept of the fifth generation computer
system stemmed from the idea that meeting futare
needs would be possible by sslecting the existing
R&D results that can be used to further
development and by combining these results in a
completely new frameworl.

The new framework can be built by specifying
a predicate logic language ®s a new machine
language, by creating a hardware system that



performs highly parallel inferencs processing based
on the new language, and by creating a software
system that performs a new type of processing, a
combination of the basic inference processings
provided by the hardware system.

1.1.2 Basic Structure of Fifth Generation
Computer Systems

A fundamental characteristic of intelligent
activity is inference that uses every piece of stored
knowledge, whether it is conselous or unconseious.
Inference based on predicate logie iz a procedure to
extract unknown information using existing
knowledge.

In fifth generation computers, hardware and
software are based on a programming method
ealled logic programuming in which programs are
deseribed in the form of a logic and executed as
inference, The predicate logic languages assigned
to do this are called the kernel langaage.

Based on the findings of previous artificial
intelligence research, we estimate that {ifth
generation computers will require an inference
speed 1000 times greater than conventional
computers, The high-level integration provided by
advanced VISIs enable us to make a reasonably
compact and inexpensive computer with more than
a thousand processors working in parallel, In this
project, we aim at an inference execution speed of
100M LIPS to 10 LIPS, using prototype hardware
consisting of one thousand processing elements.

In the logic programming framework, a
knowledge base for inference will also be
represented in a form based on predicate Jogie. A
relational expression in a current relational
dutabage cen correspond to a predieate logic form as
its extended form. For the knowledge base
function, we will start working from current
relational databage techniques, and proceed to
processing knowledge data that is represented in a
variety of ways in the logiec programming
frameworl,

We think that fifth generation computers must
have & basic software system with the following
basic functions for the knowledge information
processing system. The functions needed in the
future include an intelligent interaction funection
and an inference function that uses knowledge
hases,

(1) Problem-sclving and inference function: A
funection to perform meta-level inference such
as inductive inference, used to control
hardware effectively and solve given problems.

{2} ¥nowledge base management function: A
funection to acquire, store and uss various types
of knowledge neseded in the course of inference.
It has advanced database management
capability, a knowledge acquisition capability
that collects knowledge by judging whether it
is meaningful, and the ability to retrieve and
ngza knowledge effectivaly. .

{3) Imtelligent interface fonetion: A function to
malke computers easy to use, enabling humans
and computers to communiecate with each other
in a flexible and natural way through natural
language.

i4) Intelligent programming fanction: A function
to lighten the user's workload in the processes
from writing programe to maintenance. It
supports program development, cenverts given
problems to more efficient programs, and
verifies the accuracy of the programs,

Our aim is to vealize the above four basic
functions with fifth generaticn computers.
Although the interface between the baslc software
gystern and hardware will be implemented in the
kernel lanpuage, user languages and other
languages will be defined az high-layer langnages
that have & modularization funection and various
types of knowledge representation Manctions.

1.2 Research and Development Plan of the
Fifth Generation Computer Bystems
Project

1.2.1 Initiation of the Praject

The history of fifth generation computers
began when a survey committee was founded by
MITI in 1978, In that year, the survey was
vndertaken on the prospects of fifth generation
computers, In 1880, the survey focused on the goals
and subjects of R&D. During these two years, the
vigion of a fifth generation computer for large-seale
knowledpe information processing took clear shape.

In 1981, MITI established an R&D plan for fifth
generation computer systems, which was presented
at an international conference held by MITI in
October 1981 (FGCS '81). In 1982, ICOT {Institute
for New Generation Computer Technology) was
founded as the central organization for prometing
RED, and it began RE&D work on fifth generation
computers, under the ausplees of MITT

122 R&D Stages

"This is a national project that spans 10 years.
It is divided into three stages: an initial three-year



stage, an intermediste four-year stage, and a final
three-year siage.

(1) Initial stage (1982 to 1984)

R&D in the initial stage was aimed at develop-
ing the basic technology regquired for fifth genera-
tion computers. Within the framework of this
project, the R&D results concerning knowledge
information processing were analyzed and sslected
results wers restructured to achieve the goals of the
initial stage.

The specific subjects of R&ED included an
inference subsystem, knowledge base subsystem,
basie software gystem and pilot models for software
development. Goals were apecified independently
for each subject.

To sum up the resulits of RE&ED in the initial
gtage, we evalunted the bagie technology needed to
develop fifth generation computers by reviewing
and testing varions experimental systems, We
beeame eonvineed that the bagie fromework
described in section 1.1 was not mere hypothesis,
but wag viable and effective, The major results of
each H&D gubject are as follows,

{a) Inference subsystem: We experimentally
reviewed and evaluated variocus inference
methods, ineluding data flow and reduction, by
implementing software simulators and
hardware simulators,

{b) Enowledge base subsystem: We reviewed and
evelunted the relational database scheme as
the basis of the knowledge base function by
malking an experimental parallel relational
database machine (Delta),

(c) Basic software system: We proposed GHC as
the parallel logic ing language and
verified the effectiveness of the logie pro-
gramming method by implementing
experimental software systems such as an
experimental relational database manage-
ment system (KAISEH) and a discourse
understanding experimental system (DUALS
v.0).

{d) Filot modelz for software development: We
showed that systems based on logic languages
were viable and could be effective by develop-
ing sequential inference machines (PSI, CHI),
sequential logic programming languages
(KLO, ESP), and a sequential inference
machine operating and programming system
(SIMPOS), although all of them wers
sequential.

{2) Intermediate stage (1885 to 1988)

The objective of the intermediate stage is to
create small- to medium-scale subsystems that will
provide a basis for the fifth generation compiters,
while considering development of the individual
research subjects and the integration of the
subsystems in the final stage.

The forus of the first half of this stage was on
the specifications of models, slgorithms and the
hasic architecturs on which software and hardware
were to be built, based on the results of the initial
stage. In the second half of this stage, exparimental
subsystems were implemented and evaluated using
the specifications.

R&D activities of each subsystem are perform.-
ed in the following way,

(a} Basic software: Research on the use of parallel
logic languages as the kernel language is
conducted, and experimental software is
implemented and basie technology ig developed
for each of the following functions ; problem-
solving and inference, knowledge base
management, intelligent interface, and intelli-
gent programming.

{b) Hardware system: Part of the system
(Inference/knowledge base subsystem), whose
geale ig 1710 that of the prototype, has been
developed, and its functions verified.

(cd Development support system: An infrastroe.
ture haz been completed by developing a
parallel software environment and equipping it
with a network system,

(3) Final stage {1989 to 1991)

In the final stage, the results of Ré&D activities
in hardware and basie software in the initial and
intermediate stages will be integrated, and a
prototype syztem of a fifth generation computer will
be implemented. The protetype system will
demonstrate that the framework and [unctions
described in section 1.1 can be achieved in a system
in which software and hardware are integrated, and
that the systemn isg fit for knowledge information
processing.,

1.3 Organization of the Research and Develop-
ment of the Fifth Generation Computer
Systems Project

The Fifth Generation Computer Systems
Praject is being carried out by 1COT, under the
auspices of MITL The ICOT organization consists
of a general affpirs office and a research center.
In the initial stage, the research center consisted



of & research planning department and three
laboratories. In the intermediate stage, it has a
research planning department and five laborator-
ies. The responsibilities of each laboratory
sometimes change in the middle of a stage,
depending on the progress that is made. The
laboratories’ subjects in 1988 are as fullows,

{1} First Research Laboratery: The kernel
{:ﬁua (extended version), problem-solvi

inference software [Im:lm:ll}ing,r meta-leve

inference), and intelligent programming

software for the basie software,

(2) Becond Regearch Laboratory: Intelligent
interface software for the basic software,

(3) Third Research Laboratory: Enowledge base
subsystem

(4} Fourth Research Laboratory: Inference sub-
gystem, which inclodes the i%'rgt wversion of the
kernel language and parallel inference
machine 0 [Pﬁﬂﬂﬁ}; eveloprment sopport
gystem; and knowledge base management
software (knowledge base management basic
goftware) for the basic software. -

{6} Fifth Research Laboratory: Knowledge base
mannFement goftware (aequisition and use of
knowledge base) and mcpeﬂmantal demonskra-
tion software for the basic software.

The rezearch stafl at ICOT is made up of
researchers on loan from the Electre-technical
Laboratory, Mechanical Engineering Laboratery,
NTT, EDD, computer manufaeturers and others.

There were 50 stalf at the beginning of the
intermediate stage, and their number has inereased
avery year, At the beginning of 1988, there were
about 90, and soon thers will be about 100,

This project has been executed in an R&D
organization which formed with the iden that the
minds of the first-class researchers in related fields
in Japan should be brought together,

{1} MITI has set up am advisory commitiee to

rovide overall guidance concerning plan and

&D status of gﬂs roject. The chairman ig

professor H. Also {Kain University), and

members are authorities on this area from

universities, research institutes and
Companies.

{2) The researchers at ICOT conduct the ¢ore R&D
activities, and ICOT entrusts other RED work
that needs experimenta] manufacturing and
davalupment to manufacturers. We are
promoting the project as e single structure,

(3) Exzperts from universities and institutes have
been perticipating in the Project Promotion
Committee (FPC) and Working Groups (WGs).
PPC supplies us with general advice about the
project. ‘Wia facilitate the exchange of
information about each research subject. In

1988, we have 12 WGs that are organized
according to the status of the R&D.

We consider it important thet ICOT
researchers, other researchers in Japan, and
seientists abroad stirulate each other, present
their results, and exchange information. That is
why I0OT is actively promoting the following
research meetings and information exchange
sctivities with foreign research institutas,

(1) ICOT researchers make prezentations at
international conferences, We publish the
ICOT technical reports and technical memo-
randums, We also exchange papers with
foreign ressarch institutes.

(2} We welcome researchers from other countries
ag vigiters and our researchers visit research
institutes and universities abroad to exchange
information.

(3) Every year we invite several remewned
researchers from shroad for a short period.

(4) Based on the memorandums with NSF in the
United States and INRLA in France, we receive

researchers from both countries for a long
period,

(6) Todisseminate the resalt of the RE&D aetivities,
we sponsor sympogiums and logic program-
ming conferences every year, as well as this
international conference (81, "84, "B8), In
addition, we have held o Japan-Bweden worl.
ghop four times, & Japan-France Al symposium
twice, and & Japan-U.B A, Al symposium once,

All the R&D expenses for this project are
covered by the naticnal budget, and the emount is
determined each year according to the povern-
ment's budgeting system. The budget was 8.3
billion yen for the three-year initial stage and about
21.5 billion yen for the four-year intermediate stage
(4,7 billion for "85, 5.5 billien for '86, 5.8 billion for
'87, 5.7 billion for '88).

The results of the R&D of this project are
reported to the government each year. Intellectual
property such as patents are administered by the
Ageney of Industrial Science and Technology, and
any corporate entity that desives to use one of them
can obtain permission by paying a fee. PSI,
SIMPOS, and other technelogies that have already
been developed as development support systems
are permitted by the government to be used
eommercially, The spread of these technologies is
the start of the distribution of fifth generation
comnputer technolegy.



2 RESEARCHANDDEVELOPMENT
STATUS OF THE INTERMEDIATE STAGE

The ohjective of the intermeadiate stage is the
development of subsystems. The major RE&ED
subjects are the bagic software system, hardware
systems, and development support systems. The
bagic software system further breaks down into the
5G kernel languages, preblem-solving and
inference software, knowledge base management
software, intelligent interface software, and intelli-
gent programming software. The hardware
gystems are divided into the inference subsystem
and the knowledge base subsystem. Three and a
half years of the intermediate stage have passed,
and as a whole it is proceeding smoothly, as
planned, toward the geal.

2.1 Basic Software System
2.1.1 bHG Bernsl Languages

The 5G Kernel languages play an important
role in bridging hardware research and software
research. There are two types of 5G kernel
languages, sequential processing logic language
{kernel language version 0 (KLD)) and parallel
processing logic language (kernel language version
LKLY, The goala of the intermediate stage are to
perform design, experimental implemeantation, and
fensibility testing of KL1, and to define the
conceptual speeifications of the parallel logic
language (refined kernel language) for the
protetype machine.,

In the initis] stage, we designed Extended Self-
contained Prolog (ESP), a systemn deseription
language, by adding the modualarization function
and the maero expangion function to K1) created
by improving a logic langesge Prolog. ESP has
been used to describe a number of systems
including the sequential inference machine
operating programuming system in the initinl and
intermediate stages,

Regearch into parallel logic languages has
rasitlted in the presentation of Guarded Horn
Clauses (GHC) in the initial stage. Since Concur-
rent Prolog and other existing lanpuages, as well as
OR parallel Prolog needed multiple environments,
the way that they computed was too complex. GHC
is a viable and efficient parallel logic language that
iz suitable for implementing hardware efficiently,

Also, in the intermediate stage, we developed
Flat GHC (FGHC) as a subzet of GHC that
prohibits the use of user-defined predicates in
guarded parts.

We decided to base development of KL1 on
FGHC. EL1 consists of the following four

languages according to the design of the paraliel
inference machine and its 08,

(1} KL1-b (baze): An abstract machine language
which will be the hasis of the design of the
parallel inference machine,

(2} BELl-c {core): The core language of KL1,
designed from FGHC as the base with an
additional meta-call function,

{3) ELl-p {pragma): The language for priority
control and process allocation for an efficient
execution on the parallel machine.

{4} KLl-u {nser); KLl-¢ plus the modularization
function,

Bazgarding KL1-bfe/p, we have experimentally
implemented and evaluated the processing system
on the sequential inference machine (PSD) and
have developed a development support system,
We are now working on the design of KL1-bicp
and thelr experimantal implementation on an
experimental parallel inference hardware machine
(Multi-FSI). For KLl-u, we designed A'UN, a
parallel obhject-oriented language and implementad
an experimental processing systemn to examine the
modularization and stream processing functions.

To develop the refined kernel language for the
prototype machine in the final stage, we are
studying the possibility of supporting the meta-
function, funetions for program transformation and
partial evaluation, and database and knowledgs
bagze function, in addition to the functions of KLL
We have done the following.

*  We have made meta-programming more effi-
cient and implemented self-appliable partial
evaluation programs that can derive a compiler
from an Interpreter or a compiler from a
compiler.

*  We have implemented a constraint solver used
for constraint logic programming.

*  We have experimented o discover whether
GHOC, a committed-choice langunge, can be
used to search problems by means of & layered
stream structure,

2.1.2 Problem-Solving and Inference Software

The goal of the intermediate stage iz being
approached in two ways with regard to problem.
gsolving and inference software, One way is to
implement the core of the 08 that is to confrol and
manage the parallel inference machine (FIM). The
other way is to study, from a long range view, meta-
level inference methods such as inductive inference



and saalogy, and cooperative problem-solving
methods by complement of knowledge.

The O for PIM (PIMOS) is an integrated logic
OB deseribed in KL1. Its basie scheme is to have
sufficient funetions for parallel software develop-
ment, and to achieve high-level user facilities,

PIMOS is to be used on EL1 machines such as
Multi-PSI and PIM, and LI'Os are processed
virtually by the front-end proceszor. We are now
evaluating its design by implementing part of it
experimentally, while development is proceeding
toward the completion of the core at the end of the
intermediate stage, At the same time, we are
studying parallel programming technigues and
program paradigms,

We have proposed ascription for meta-level
inference methods. Ascription is o type of non-
mongtonic reascnings that offers a technique for a
comrnon sense reasoning mechanism to integrate
default reasgoning, analogy, und induction, We are
studying it by implementing experimental systems.

213 Enowledge Base Management Software

The goal of the intermediate stage ia being
approached in two ways with regard to knowledge
hase management software. One way is to study
kneowledge representation methods, inference
methods using knowledge, and knowledge
acquisition methods. The other way is to develop
basic knowledge base management software that
represents various types of knowledge in an
integrated manner.

The study of knowledge representation, and
acquisition and use of knowledge is related to other
themer of the basic software system. To study
knowledge representation languages, we designed
and applied a specific langusge for each of the
fields, including natural language processing and
proof support. Hegarding the meta-lavel inference
methods, we are studying common sense reasoning
mechanisms in the framework of non-monotonic
reasoning. In addition, RE&D is being performed on
the next generation tools for expert systems, in
order to verify the effectiveness of the basic
software. The next generation tools for expert
systemns are planned to be developed throughout the
intermediate and final stages. In the intermediate
stage, we implemented and evaluated an
experimental second generatien tool for the
current generation level, PROTON. As a resulf,
we are studying hypothetical reasoning, qualitative
reagoning using deep knowledge, and knowledge
acquisition support as element technologies for the
next generation tools. We are implementing an

experimental hypothetical ressoning module,
APRICOT, qualitative reasoning module, Qupras,
and knowledge acquisition support module,
EPSILON/EM. We are developing an experimental
gystem that incorporates several application areas,
while considering their relations to the element
technologies. We are also studying knowledge
representation and search method by implementing
computer GO playing as a research subject of
inference using knowledge.

R&D of knowledge base management basie
software (Kappa) is being done to provide a
DBMS/EBMS for knowledge information proces-
ging systems. Happa provides a construeting
function to build a large DB/KB that can be used for
natural language processing, theorem proving
support, and various types of expert systems. Ttalso
can be used as a tool for & number of knowledge
application systems running on FEVSIMPOS. We
aim at a knowledge base fanetion composed of &
deductive DB plus an obhject-oriented DB, We have
already developed Kappa-I, experimental DB
goftware based on a nested relational DB modal,
and have confirmed that terms and networktype
structure date can be efficiently stored on {8, We
also developed an enhanced nested relational DB
goftware and designed CRL as the internal
knowledge representation language, To store and
manage real knowledge, we are now implementing
Kappa-11, which iz to have the knowledge
convergion function, koowledge management
functien and user interface function. We have
begun to create a Japanese-language dictionary
congisting of dozens of thousands of words in the
nested relational DB sofiware of Kappa-1l for a
research of natural language processing,

214 Intelligent Interface Softwara

In the intelligent interface software, we aim at
the establishment of discourse understanding
techniguea required for natural language proces-
ging for the Japanese language. R&D activities
have two goals. One geel is to study grammear,
dictionaries and execution analysis required for the
processings at the syntactic level, and to
experimentally implement them as general-
purpose tocls, The processings just mentioned
include morphological analysis and syntax analysis
that are commonly needed for high-level natural
language processings. The other goal is to develop
high-level techniques such as semantic analysis
and context analysis that are essential for
discourss understanding, and construct discourss
models. More specifically, we are conducting this
research by implementing an experimental



discourse understanding system, specifying various
targets and applications,

For the study of syntactic level processing,
baged on the unifieation-based grammar, we
performed B&D on grammar and parser for
morphologic analysie and syntactic analysis, R&D
on grammar and processing system for Japanese
santence generation, development of a dictionary,
formulation of semantic descriptions and astudy on
the syntactic theory about the Japanese phrase
strocture grammar (JPSG). We developed a
semantic analysis deseription language {CIL) for
describing meanings and discourse structure, CIL
features data notation by partially specialized
tering and delayed execution control function by
eonstraint solver and stream processing. These
software modules are the group of software that
will provide the basis for the study of context
procsssing. We have made a library of thesa
goftware moduales as a general-purpose Japaness
processing systemn (LTB) and are using it as our
common tool for experimentally implementing
discourse understending systems, LTE includes
the CIL processing system and its programming
environment, morphological analysis and gyntactic
analysis system, sentence generation system and
grammar, Japanese dietionary and KWIC, and
LTB-Shell which is used to integrate and use the
other modulea,

Various types of experimental discourse
understanding systems have been implemented to
establish the syntactic/semantic analysis and
sentence generation processing method and to
promobe the study of element technologies such as
discourase models, context processing, and deep
semantic understanding, while verifying their
operation in the gystem. One of the experimental
gystems i the discourse understanding system
being developed at ICOT (DUALS). We began to
test the first version of DUALS in the last year of
the initial stage. The firat version used Prolog
descriptions, on short texts (18 sentences). In 1986,
the second version, to which CIL and parallel
syntactic analysis method were adopted, was
completed, We are now develeping the third
version, which will use LTB and will be able to
understand the meaning of texf consisting of 100
sentences, or 2000 worde. In addition to these three
versions of DUALS, we are developing seversal
experimental systems to study the element tech-
nologies for understanding meaning and discourse.

2.1.5 Intelligent Programming Software

The purposs of the intelligent programming
software is to study, based on logie programming,
various problems in software enginearing. We have

two themes in the intermediate stags. One is the
study of thesrem proving support and trans-
formation/synthesie/ verification of programs,
based on the similarity between programming and
mathematical proof, and the implementation of an
experimental gystem. The other theme is the
implementation of pilot modelz that manage and
support the software life cycle fram development to
maintenance, and the development, as a software
knowledge management system, of development
suppork tools that will be put into practice at ICOT
as a programming environment.

We are studying intelligent programming
soltware from the point of view of mathematics and
logie programming. Based on the similarity
between mathematical theorem and program
specification (theorem proving and programming),
we are investigating a computer aided proof system
(CAP) to support mathematical proof as an element
technology, and we are building an experimental
system. The CAP system consists of a structure
editor for proof description, a proof checker, an
equation checker, and a proof compiler that creates
programs from proofe,

From a logie programming peint of view, we
are developing an experimental system for program
transformation, analysis and verification (Argus),
Argus is an experimental system for performing the
follewing operations uniformly on the program with
high-level description by using the characteristics
of logic programming languages. The operations
are transformation and synthesis of the program,
extraction and analysiz of the basic features of the
program, and modification of the program.

As pilot models for the processes from develop-
ment to maintenanes of software, we implemented
a prototyping support system that combines
programs as modules, and an experimental system
that supports consisteney verification of design and
program by graphieally displaying the cperation of
programs.

As the software knowledge management
system, which provides a logic type program
development environment for the sequential
inference machine O8 (SIMPOS), we enhanced
library management, program/document genera-
tion and management support, and other functions,

2.2 Hardware Systems and Development,
Support Systems

2.2.1 Inference Subsystem

The gozls for inference subsystem R&D in the
intermedinte stage are to establish a parallel
inference machine architecture based on the results
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of the initial stage R&D on parallel inference
machine simulaters and sequential inference
machines, and to build pilot systems. The parallel
inference machine eonsists of about 100 processing
elements. This machine is for parallel inference
languages and can efficiently execute the kernal
language version 1 (KL1}),

The basic concept of R&D for inference
gubsystem in the intermedizte stage is described
below,

* To integrate research on hardware and
software, the R&D are performed under an
integrated organization,

*  Hegarding the development of the machine,
hardware technologies must be accumulated
g0 that they can be used in the final stage. The
hardware needs to be used as o softwaere
development tool for a wide range of purposes,
including the R&D of the final sknge.

Regarding the parallel inference machine
(PIM), as a pilot systemn, the performanee goal was
set at 2 te § MLIPS with about 100 processing
elements in the planning stage. In the course of
RE&LD in the intermediate stage, we decided to
develop a Multi-P51 (V1) as an R&ED tool for
paralle]l software such as PIMOS in the
development support system, and, by using the
restilts, to develop an experimental parallel
inference hardware (Multi-PSI (V2)). Beczuze we
determined that we could reach the initial
performance goal with the Multi-PSI (V2), we
changed the operating performance goal of PIM
with 100 processing elements to 10 to 20 MLIPS.
This iz how the R&D work on inference machines
has proceeded during the intermediate stage. The
kernel language version 1 (KL1) processing system,
parallel software including PIMOS, software

development support syatem and inference system
can enhanece each other and be combined.

The configuration of the PIM aystem consists of
gizteen elusters, each with eight procegsing
elements (PE), and an inter-cluster network, The
PEsz adopt tag architecture, high-speed process
switching and pipeline processing to realize high-
gpeed processing. PEs support KL1-b as a machine
language that can be optimizged by compiler, and
also support real time GC function using the MRB
method. We expect the performance to be 200 to
G600 KLIPS per PE. In a cluster, sight PEs are
tightly coupled by a shared bus, and the coherency
of the cache memory of each PE and shared memory
are ensured by parsliel eaching, Clusters are
linked by a message passing networlt,

The specification design of the intermedinte
stage version of PIM has almost been completed.
Mow we are working on the manufacturing designs
incloding VLBSI and others. PIM will have one PE
for each board, 64 PEs for each cabinet, and clusters
connected by networks such as hypereubes,

The Multi-FSI (V2) is also KLI machine for
parallel software development, It uses the CFUs of
the small version PSI ag proceszsing elements and
connects them by & two-dimensional mesh nebwaork.
It hardware was completed in Y, 1987, The
Multi-BEI (V2) provides a basis for R&D on the
EKL1 processing system and PIMOS. It is also used
for the research on the load distribution method and
parallel algerithms for the parallal software
deseribed in KL1, the debugging method for
parallel software, and the program development
environment,

2.2.2 Enowledge Base Subsystem

The intermediate stage research and develop-
ment goal for the knowledge base subaystem is to
research the hasie technologies needad to
implement the knowledge operation mechanism
essential for the establishment of a knowledge bage
machine, and to establish the reguigite architee-
ture. Conerstely, we established two bazie models
of the knowledge base for parallsl processing and
distributed processing, studied mechanisms and
architectures to support these models and
implemented experimental machines,

We did experiments on a knowledge base
operation mechaniam by connecting a relational
database machine (Delta) developed in the initial
stage and & sequential inference machine ag the
host to each other. They proved the affinity of logic
programming langunge and relational datahases,
and the high-speed processing of sorting and
relational algebra operations by relational
database engine. As arvesalt, it was recognized that
the knowledge base machine raquirad the following
funcitons.

(a) Integrated processing of diverse knowledge
representations, broad applicability to multiple
fields.

(b) Efficient handling of search, retrieval and
knowledge processing using inference for mass
volurmes of knowledge.

An experiment in the knowledpe base functisn
by mctively introducing inference function waa
carried out on sequential inference machine (CHI).

The theme for the distributed processing was to
rezearch tachnologies to integrate and manage



multiple knowledge base systems connected
through a network in such a way that they became
logically one knowledge base system. The
experimental system used here consisted of
multiple knowledge base systems (FHI) and a host
(P81}, The interface between the host and the PHI
units was a Horn clause, and the PHI was used a3 2
simulator for deductive database. The PHI
consisted of software to manage knowledge and
control distribution in the PSIL and an operation
processing module with an aceelerator io apeed up
comparisons and searches.

The degign and implementation of a knowledge
bage hardware simulator to research knowledge
base parallel control technologies were carried
out. Thiz experimental machine consisted of eight
element processors and a Multi-port page memory
(MPPM) that held the knowledge base. The element
processors were connected to the knowledge base
operation engine through co-processor interfaces.
The knowledge base operation engine was a
unifieation engine for performing cperations such
ag unifieation join and unification restriction on
relational knowledge set. This experimental
machine was connected to the PSI and connection
tents with the inference machine were performed.
Ag o basie experiment to interface these machines
with GHC, the knowledge compiler was
implemented and a GHC deseription of the
knowledge retrieval management function was
ereated,

223 Development Support Bystem

This project is being promoted based on a
new type of logie programming language unlike
conventional languages. In the intermediate stage,
a development environment including a parallel
logic language was essential, and therefore one
poal was to develop a tool for the development of
parallel] software. Another goal was to establish a
network for the interconnection of development
support machines, and an international network
for the exchange of information with overseas
universities and research institutions by means of
electronic mail.

The parallel software development tool began
with the first-step development of the Multi-
PEI(V1} in 1986 through the networking of six PSI
units developed in the initial stage. The ELI
distributed processing system was implemented in
ESP, and the characteristics of parallel programs
were evaluated, Next, the Multi-P5I (VZ) was
devaloped as an experimental machine for the PIM
in an inference subsystem. As part of the develop-
ment of the Multi-PSI{V2), we developed a compact
CPU of the PEI for use as a processing elemant

(PE), and developed the front-end progessor (FEP)
for the Multi- PSI{V2) using this PE. This PE was
also used in the small-gized PSI (PSI-11). The KL1
processing system was developed as firmware for
the PE to enhance the execution of parallel logic
langiage on the Multi -PSI (V2) and the FEF, and
at the same time the pseude-parallel processing
development environment was refined on the PBL
10,

In the development of the sequential inference
machine, we also improved the size and perfor-
manece of the high-speed, large-memory type
machine called CHI, in the first half of the
intermediate stage,

We organized the software development
envircnment by the development of the in-house
network system in which sequential inference
machines were connected to LAN and DDX to
transfer mails and files to each other. Wea connected
our in-house network te CSnet, WUCEF and JUNET
in order to build an international and demestic
network system. This network system played an
important role in improving the efficiency of our
information exchange with universities and
research institutions.

3 OUTLINE OF THE RESEARCH AND
DEVELOPMENT PLAN FOR
THE FINAL STAGE

The ohjectives of the R&D in the final stage are
to implement prototype hardware that has a
parallel architecture and thaé can perform high-
apeed inference and knowledge retrieval, and to
develop pretokype software that can program
efficiently in a parallel logie language for
knowledge information processing.

To achieve these objectives, we will determine
the organization of the project in the final stage
according to the state of the R&D af that time, on
the basis of that at the end of the intermediate
stage, In other words, the R&D in the final stage
will be peared to making a prototype system, using
the results that have been obtained up until the end
of the intermediate stage. Research will also be
conducted into the basie technolopies that are
needed to realize the final objectives and that may
be needed in the future,

The concrete plan of the R&D in the final stage
iz now being planned; it still open to alteration.

The R&D themes in the final stage can be
divided into the three prototype systems: hard-
ware, basle software, and basic application. The
prototype basic softwars system can be further



divided into basic software and knowledge
programming software,

In the prototype baszic application system,
prototypes of some application software systems
will be developed to verify the effectiveness of
various kinds of bagie functions of the fifth
generation computer and to clarify the actual
application, but the actual field of application iz
still under consideration. For this reason, the RED
plan for the final stage concerning the pretotype
herdware system and the basic software system
discusasd balow, .

3.1 Prototype Hardware System

The objective of the R&D for the fifth genera-
tion computer prototype hardware system is to
implement 8 hardware system inte which the
following two hardware mechanisms will be
integrated through a hierarchical structure net-
work, They are dedieated hardwares for renlizing
high-gpeed inference function and knowledge bage
function on & vast amount of knowledge base in
parallel hardware architecture,

Thias hardware systern will be able to execute
hasic software (parallel 08) and high-zpeed
execution of appliention software for large-scale
knowledge information processing written in

parallel logic programming language.

Coneretely, the hardware will be implementad
by the econmection of about 1,000 processing
elementa to provide the varions functions. For the
hardware performance of inference operation we
aim at iz 100M &0 1G LIPS,

Ta realize the functions, performance and scale
of the profotype bardware system, the inference
funetion theme will consist of the evaluation of the
intermediate stage R&D results by large-scale
parallel software, The R&D results will be: the
parallel logic language, the execution mechanism,
the parallel inference machine architecture and
processing mechaniam. We will also carry out
research into high-speed data transfer between
processing elements, mechanisms of parallel
inference execution and control, and mechanisms
of parallel software execution management and
communication contrel. The knowledge base
function theme will consist of the evaluation of
the intermediate stage R&D results such as
mechanisms and storage schemes suited to
knowledge base processing, and research into
mechanigms required for the management and
operation of large-volume knowledge bases. Both
functions will be implemented and Integrated

through parallel architecture based on parallel
logie languages.

Hardware design will take all functions
required by basic software into account, and will
be haged on the language specifications for the
parallel kernel language and the execution
models. The results of the intermediate stage will
be used to develop new technigues and implemen-
tation technologies as required.

The prototype hardware system will be
constructed to have both the inference function and
the knowledge base function. To implement
inference funetion in hardware, we will use a
procesging element (PE) that has all the functions
needed for high-speed parallel inference processing
and a cluster of about 10 PHs tightly coupled, as
bagic elements. In the system constructed by
connecting these clusters by means of a closter
network, we will develop the following modules:
inference processing module to perform low
pranularity parallel processing, connection control
module to control the connection and manage
communications, parallel execution control module
to handle load balancing control and interface
functions for hierarchical networking, and
communication management module to handle 10O
processing on the man-machine and machine-
machine levels.

Wea will develop a knowledge operation
management module for the knowledge base
funetion. The module containg knowledge operation
funetions such as koowledge base retrieval
processing and knowledge set operation, and
knowledge base management fanction such as
storing and updating of knowledge.

3.2 Prototypo Basic Seftware SBystem

The objectives of the R&D of the fifth
generation computer prototype basic software
gysterm are to provide the following functions: 08
functions for an efficient parallel software
execution environment by controlling and
managing the hardware gystem, functions for the
description of knowiedge forming the core in the
development of application softwares in knowledge
information processing as programs, functions such
as cooperative problem-solving and meta-level
inference to support the above activities intelli-
gently, functions to construct, manage and use
knowledge bases through the structural formation
of deseribed knowledge, and functions for natural
language interfaces required essentially for
interactive human interfaces.
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This configuration consists of the prototype
hardware systemy OF Tunetions, basie software to
provide the system programming environment, and
knowledge programming software to provide the
environment for natural language processing, and
the deseription, management and use of knowledge.

3.2.1 Basic Boftware

The basic software will handle prototype
hardware control and management. It takes as its
goal the provigion of 0S8 functiens, and consisty of
an inference control module for high-speed parallel
inference execution contrel, and a knowledge base
management module for knowledge base operation
and management.

The essentinl functions contain resource
management and execution management of the
prototype hardware system with an inference
function and a knowledge base processing function,
afficient execntion management of parallel
software described in parallel kernel language, and
efficient operation management for storing and
retrieving large-seale knowledge bases,

{1) Inference control module”

The inference control module is software
primarily designed to handle execution manage-
ment and resource management for parallel type
inference execution. Ttis described in parallel logic
language. The essential function is the load
distribution contrel function, which divides the
parallel program run on the hardware module and
amgigne the load efficiently to multiple processing
elements, It also manages memory and 170,

To bring about these functions, we will conduct
research into new methods in the following ways
uging the parallel inference software developed in
the intermediate stage: evaluation and investigs-
tion of algorithms for resource management
and execation management, and implementation
of technologies by evaluation software. Based on
this work, resource management and execution
management software design and prototyping will
be advanced.

For parallel kernel language processing
system, object-oriented models and constraint
models will be investigated, and the research
resulis of the intermediate stage will be used for the
design and implementation of a language and a
processing system suited to system programming.
The design and implementation of & system
programming environment including debugging
function and execution monitoring function for the

parallel execution envircnment will alse be carried
out during the basie investigation.

In thiz desipn and implementation, bagic
regearch will be conducted into a number of
remaining probiems, such as load distribution
specification fanction for the system programming
language, load distribution control for multiple
procesging elements and the method of
implementation, and o variety of parallel
algorithms and programming methods.

(2) Enowladge bass management module

The knowledge bage management module is
software designed to manege the storing, search,
snd update of large-seale knowledge bases on the
prototype hardware. It will include the basic
database management functions and the knowledge
base management functions built upon them.

On date base management function, we will
conduet bazie regearch into efficient resource
management schemes for memory and processors,
internal data representation and management
methods suited to store knowledge, and parallel
execution models for set operation and nested
relational models. For efficient use of the parallel
architecturs prototype hardware, research will ba
conducted into relational operators, extension
methods, and implementation methods, with
attention paid to parallel processing. Research will
also be conducted inte database management
technigues and implementation methods to process
distributed knowledge. Software will be designed
and implemented according to the results obtained.

On knowledge base management function, we
will investigate deductive database models and
eonduet research inte the internal representation
torm of knowledge suitable for various knowledge
representations, a knowledge base deseription
language for program interface function, and query
languages for users. This research will be carried
out throngh the implementation of software.

3.2.2 Enowledge Programming Software

Enowledge programming software is a group of
utility eoftwares developed using basic softwars. To
develop application softwares for knowledge
information processing, we aim to provide a range
of knowledge programming functions, a develop-
ment support gystem, and a user interface,

fesearch will be performed into the develop-
ment of a cooperative problem-solving technique
to process input problems while avoiding the
conflicts and contradictions between knowledge
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processing softwares developed for different appli-
cation fields. Research will alse be conducted into
meta-level inference functions such as common
senge decision that approach human intelligence,
and into meta-level inference technigues for the
learning mechanism, :

This software provides the following functions
agagtep to facilitate the construction of knowledge
information processing systems: knowledge pro-
gramming languoages, various programming
funetions, an intelligent programming support
function, & knowledge base conskruction function by
the extraction and srrangement of expert know-
ledge, a function for using knowledge base
efficiently according to the application, a funetion
for reconstructing knowledge base, and ail the
functions required for the construction of an
interactive interface that uses natural language to
provide a flexible man-machine interfzce.

This software will consiat of the following three
modules,

(1} Problem-solving and programming software
module

RE&D cn the parallel logic languages will
include work te find methods that can uniformly
embody meta-functions and constraint functions,
work on semantics of parallel logic language, and
work on a constraint logic programming system
that integrates multiple constraint solvera as one of
the frameworks for cooperative problem-solving.

Coneerning parallel knowledpe programming
languages, a language function needed in order to
represent knowledge will be researched from a
number of fields including the search problem field,
along with research into the basie concepts,
programming technigues, and support functions
for knowledge programming baged on a parallel
logie language.

We will also cover basic research into partial
evaluation, equivalent transformation (unfold/fold
transformation) and verifieation for parallel logic
programs, as well as research into software for
interective conversion, synthesis and verification
functions offering parallel partial evaluation,
flexibility and expandability.

Boftware will also be developed to provide
expert support for flelds that require precise
mathematical assistance, such as theorem proving
and algorithm desipgn.

(2) Enowledge construction and utilization
software module

To simplify the constraction and use aof
application systems for knowladge information
processing, a function to extract expert knowledge,
organize it, put it in & data base and refine it, as
well as an intelligent inference control function
that uses deep knowledge, constraints and
hypothezes, will be researched. The software to
provide these functions will be researched and
developed. '

Rzgearch will be conducted inte knowledge
models that represent knowledpe about struetures
and relations in the events that will be handled by
experts, Ways to use this knowledge to represent
problem-gsolving technigues will alse be researched.
Technology will be established for a8 knowledge
acquisition suppert technigue to assist in the
extraction, and organization of knowledge from the
aasociation recalled to experts by the knowledge
model, and for a technique for refining knowledge
models to alter Enowledge boases to suit specific
applications. Software will be designed and
implementead.

To implement an intelligent inference control
function, rezearch will be performed into uase,
fecusing on element technologies such as the use of
deep knowledpe, cooperative problem-solving,
inference control based on hypotheses, and
constraint-oriented problem-solving, Aleng with
research inte these element technologies, work on
the system will also be advanced, and software
designed and implemented.

(3) Nataral language interface software module

In a variety of application systems of
knowledge information processing systems, this
module will provide the basie functions essential for
the establishment of an interactive interface that
uses natural language.

To construet an interactive interface that ean
understand discourse, we will conduct research into
implementation of basie functions for semantic
processing, clarification of introductive methods for
contextual processing funetions, and the theery and
modeling of fanetions at the basic level,

This module will be composed of functions for
the analysiz and generation of Japanese at the
syntactie level, functions for semantic description,
dictionaries needed to implement the application
system, and support functionz for developing a
laxical database, in a software set forming a
general-purpose Japanese-language processing
ayatem,

The function for analysls and generation at the
syntactic level is designed for application fields
with a range of several thousand to several tens of



thousands of words. Basic investigation will be
performed inte software configuration techniques
and processing techniques for efficient partial
semantic processing, and software will be designed
and implemented.

On semantic deseription function, we will
investigate situation theory, type theory and
eonstraint satisfaction method for the semsantic
deseription language and processing system. We
will take parallel execution models into account in
order to research into an expanded version or an
refined version of the semantic description lan-
guage CIL that was developed in the intermediate
stage. The language specifications and processing
system implementation technignes will be designed
and software created.

Appropriate fields for the dictionaries and
lexical database forming the basis for these
functions will be identified, and thesauri, concept
gtructure and system modeling will be researched,
as will technigques for their structore and
management, Software will be designed and
implementad.

High-leval proceszing functions such as
semantic and context processing for discourse
understanding will require regearch into semantic
deseription language, technigques of semantic
description and systematie anaiysis of sentences
based on engineering principles. All the above are
based on sitnation theory, Appropriate fields will
be idantified, an experimental system for
evaluation implemented, and the general-purpose
Japanese language processing system refined and
expanded.

4 CONCLUSION

This project is researching new computer
hardware and software technologies using parallel
architecturs bazed on logie programming language,
with the goal of producing a working prototype.
The use of over 300 sequential inference machines
&s a software research and development tool in the
intermediate stage proved that the sequential logic
language can be effectively applied to a wide range
of subjeets, Coneerning the parallel logie language,
we are advancing with hardware research and
development, small-seale test software and PIMOS
description, but actual utilization of parallel
inference machines as parallel software research
and development tools is planned in the final stage.
The final stage plan will be carried out along the
broad lines outlined in this paper, and the details of
the concrete plan will be presented in the ICOT
Journal and other sources as completed.

Technical information generated by this project
i being publicly released through technical reports,
technieal memorandums and other publications,
and has been the subject of international exchange.
We will continue to actively participate in such
international information exchiznge programs in
the hope that we can pool our knowledge to
everyone's benefit.,
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