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Abstract

Legal reasoning is the thinking process adopted by
lawyers when they apply legal rules to a new case
and draw legal conclusions. In the field of Al and
Law, many legal reasoning systems have been devel-
oped. However, most of them are focused on generating
arguments. Though argument is the most important
funetion of the legal reasening, without value judgment
and debate strategy, we cannot construct 2 complete
model of lagal reasoning. The new HELIC-II is a legal
reasoning system based on such a complete model, In
this paper, we introduce a legal reasoning model ca-
pable of value judgment and debate strategy, and give
an overview of the new HELIC-II. Especially, we show
how legal knowledge is represented in the new HELIO-
IT illustrated by presenting the solution to an actual
CASE.

1 Introduction

Legal reasoning is the thinking process adopted by
lawyers to solve legal problems. In the field of Al
and Law, many meodels of legal reasoning have been
proposed. However, most of them are focused on the
process of legal argument. Though argument process is
the most important process in legal reasoning, we can-
not medel the lawyers' thinking process without goal
generation, value judgment and debate strategy. The
research target of the new HELIC-IT is to propose a
complete model of the legal reasoning, and to develop a
legal reasoming system based on the model.

We have already developed & legal reasoning system
HELIC-II [Nitta et al. 199Z] in the FGOS project,
This system (cld HELIC-II) is a hybrid system which

consists of two inference engines - a rule base reasoner
and & case base reasoner. We showed the effectiveness
of the hybrid architecture by presenting solutions to
several criminal cases.

However, the old HELIC-IT has the following prob-

lems. :
(1) It can only generate arguments. Although it can
generate many alternative arguments, there is no fune-
tion to select the best one. (2) It runs only on the
parallel inference machines (FIMs), and it lacks porta-
bility. {3) It is not easy to use because the user inter-
face is poor. {4) The mechanisms which generate the
arguments are too simplistic.

To resolve these problems, we started development
of the new HELIC-IT at the FGCS Follow-on project.
Development embraces many topics such as knowledge
representation, non-monotonic reasoning, hypothetical
reasoning and analysis of legal knowledge.

In this paper, we give a brief introduction te the key
concepts of the new HELIC-IT system. In Section Two,
we analyze reasoning as used by lawyers. In Section
Three, we present a model of legal reasoning based on
the analysizs in Section Two, and in Sections Four and
Five, we give an overview of the new HELIC-IT system.
In Section Four, we introduce the argument generation
and selection process. In Seetion Five, we inlroduce
debate strategy and discuss solutions of a ample case,

2  Analysis of Legal Reasoning

Lawyers are invelved in finding solutions to many kinds
of legal problems embracing legislation, consultation,
fact-findings, courtroom debate and judgment. We fo-
cus on the arguments involved in applying rules to

facts, and on legal judgment,
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In processing a case, the prosecution focus on some
important event in the problem, and generate a legal
consequence (goal) which they want to achieve. The
prosecution comstructs an argument which suppeorts the
goal, and presents it to the defense. When the defense
is presented with an argument from the prosecution,
they generate another goal to rebut the argument. Dur-
ing courtroom debate, both parties generate (sub)goals
to defeat their opponent. Their thinking process is
largely goal-oriented.

On the other hand, the judge’s thinking process is
not always soal-criented. Some judges observes the
facts of a new case and make their decision (goal),
They then formulate an argument to support it. Other
judges cbserve the facts, list up possible goals and ar-
gpuments, and select the best one.

While the actions of the prosecution and defense
consist of (1) making arguments, (2] selecting argu-
ments and (3) debate strategy, the actions of the judge
consist of (1} and (2).

(1) Argument

After a poal is generated, both prosecution and de-
fense must present arguments to support it by refering
to legal rules. Legal argument differs from automated
deduction because legal rules are incomplete in the fol-
lowing ways:

1. Az it iz inherently impossible to define all the nec-
essary conditions of legal rules in sentence-form,
legal rules may be incomplete, Therefore, some
legal rules may conflict.

2. As some predicates that appear in legal rules are
abstract, the scope of meaning of such predicates
iz ambiguous. Usually, facts are represented by
more concrete predicates. Therefore, there exist
serpantic gaps between legal concepts and facts.

When lawyers apply legal rules to facts, they must
interpret these rules and decide whether they apply or
not, taking into account background knowledge such as
social customs, industrial policy, objectives of rules and
so on. This interpretation process is included in the
explanation of the decizion. In interpreting legal rules,
lawyers often refer to legal theory or established prece-
dents.

(2) Selecting arguments by value judgment
As legal rules conflict, we may formulate several ar-

guments whose conclusions conflict. In such cases, we
must select the most suitable one by considering some
viewpoint. There are several criteria for value judg-
ment, and some of them may conflict. When we select
one argument, we must take a balanced view.

Legal norms, public opinions, social customs and ide-
ology are examples of criterla for value judgment. Ju-
dicial precedents are important sources of value judg-
ment.

(3} Debate strategy
In the courtroom, both parties have different knowl-
edge {facts, precedents and theories) and different
viewpoints, and they debate the case. The de
bate strategy consists of making arpuments, extract-
ing issues from arguments, making counter-arguments,
changing goals and so on.

Debate strategy centrols the components of the ar-
guments and their selection by value judgment (Fig.

1).
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Figure 1: Basic components of legal reasoning

3 Legal Reasoning Model of the
New HELIC-IT

Our legal reasoning model consists of seven compo-
nents,
{ Facts, Knowledge Base,
Procedure for making Argument,
Procedure for comparing arguments,
Frocedure for debate, Agents }
We explain each of them below.

(1) Facts

The situation of a new case is represented as a set of
facts. Facts represent agents, objects, actions, status,
relation between action and status, and =0 on. We as-
sume some facts may conflict because the prosecution



and the defense may present conflicting evidence.

{2) Knowledge Base
The knowledge base consists of rules, concept defini-
tions and factors of values.

{a} Rule

Mast rules take the form of “A « B{, notC')."?
(if B then A (unless ). There are two types
of rules - absolute rules and default rules. The
consequences of default rules may be denied by
other rules.

Statutory rules, precedents and legal theories are
rules.

{b} Concept Definition

A concept definition is a dictionary which consists
of a set of concepts and subsumption relations
betwesn them. A coneept definition is absolute

knowledge.

{c} Criteria for Value Judgment

Some facts and rules are related with various fac-
tors {features) of value. For example, a rule from
an old case may have features like “focus on social
customs” and “a supreme courl case”.

A criteria for value judgment is defined as priority
relation among factors of value. “New rules have
pricrity over old ones” and “maintaining public or-
der is more important than freedom of the press”
are exarnple of criteria of value, Norms and legal
maxims belong to criteria of value.

(3) Procedure for making arguments _
Malking arguments consists of two kinds of reasoning.

(a) Deductive Reasoning

If arule “4 — B" and a fact F exist and if B
subsumes F, then A is drawn, It corresponds to
the application of statutory rules or legal theories.

(b) Generalization

If a rule “4 +— B" exists and if B has upper
concept By, then the original rule is generalized as
I.I:A — Bo_ﬂ

Generalizalion cccurs in two cases. In the first
case, a legal rule is interpreted and its condition
part s expanded. In the second case, precedents
are applied to a similar new case.
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Even if a rule “A «— B" is reliable, the generalized
rule "A — By" may not be reliable. Therefore, the
generalization level By must be as low as possible.

After a rule is generalized and applied to a fact F,
the distance between B and F is measured. If this
value is more than some threshold, we consider the
rule is over-generalized.

(4) Procedure for Selecting Arguments

When two arguments are given and their conclusions
comflict, then this procedure is used to compare them
based on some viewpoint, and to select the best one.
This procedure corresponds to & value judgment.

{5) Procedure for Debate
This procedure includes the strategy for debate and
controls other procedures such as making arguments
and selecting them.

It also generates a viewpoint which strengthens the
priority of one argument, finds the issue, and changes
(sub) goals.

{6) Agent
An agent represents the prosecution or the defense or
the judge. An ageni has internal states such as known
facts, known rules, (sub)goal, strength of goal, and a
viewpoint,
A viewpoint is defined as the priority relation among
criteria for value judgment. As a criteria for value judg-
ment 18 the priority relation between value factors, and
az some rules are related to value factors, by selecting
one viewpoint, we can decide on priorities among rules.
In the ecase of debate, we use two agents - the pros-
ecution agent and the defense agent. With different
knowledge and different viewpoints, they try to make
arguments which defeat the opposition.

In this section, we introduced the legal reasoning
model of the new HELIC-II. Figure 2 shows the rela-
tions among components,

4 Argumentation Function

The legal reasoning model in the previous section al-
lows ue to generate arguments, select arguments and
form a debate strategy. We call generating and select-
ing arguments the “argumentation function.” While an
argumentation function is a common function of both
parties and the judge, the debate function is related to
only both parties. Therefore, we treat the argumenta-
tion function and debate function separately.
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Much research has been conducted into generating
arguments [Branting 1991] [Nitta et al. 1992, The
research of [Prakken 1993] and [Sartor 1993] looked at
the selection of arguments. We expanded the results of
this research to develop a legal reasoning system based
on the model in the previous section. To do so, we
designed a new language to represent legal knowledge.

In this section, we give an overview of the argu-
mentation function and the knowledge representation
language, and in the next section, we introduce the
debate function.

4.1 Overview of knowledge represen-
tation language

We deseribe legal knowledge in our language, and im-
plement the generation and selection of arguments. In
this chapter, we explain several important concepts of

our language.
(1) Type
The primary components of knowledge representation
are an “object” and an “event.” We call classes of
objects and events “object type” and “event type”
respectively. An ohject type is a set of objects and it is
represented by an object symbel. An event type is a set
of events and it is represented by an event symbaol.

Between object types, we have partial order relations
{>,), and between event types, we have partial order
relations {>,). Object types and partial order relation
=g, and event fypes and partial order relation >, con-
struct lattices, respectively.

There are special type T and L, and for any T € T,
and P & T,, the following relations hold.

T>T T 1, T>P P>.1

For any event type, we can define another type with
negation [—).

(2) yterm and Hterm

We introduce two terms - Yterm and Hterm. A wierm
is used to define an ohject, and an Hterm is used to
define an event or a status.

(a) wierm
A tterm is defined as an object type, or a struc-
ture constructed by a root symbol and a list of
object labels as follows [Ait-Kaci and Nasr 1986).
P/personjage = 20, last name = X/string,
parent = person[last name = X]]

Here, a roof symbol (person) is an object type
symbol, and an object label consists of an object la-
bel symbol (age, last name, parent) and its value
(20, X/string, person[lasi_name = X]). We
can attach an object tag symbol (P, X} before an
object type. To the same object tag symbols, the
game terms are substituted.

Semantics of wierm : Let [' be a universe of
dterms and let I, be an interpretation of wWierm,
then the following relations held.

LT=U, Li={}
V51, S2 €T, S1<s o = LIS C Ia[SE]

A label is a function from U to U7, Interpreta-
tion of yterms (¥, = Pl = t] and ¥ = P[l; =
By ey b = 1]} i5 defined as follows.
L[] = {z € L[PF] | 3y € L[t], L[liz) = v}
L|T) = N L[PlL = ¢

If two terms [Ty = Syfly = Ay, ..], ¥ = Sl =
Al,..]) satisfy following three conditions, then T,
is called a sub object fype of ¥y and can be repre-
sented as Uy =, 0y,

(1) Sy <, S, (2) if I = A’ appears in the label of
Uy and if | = A appears in the label of ¥, then
A =, A holds, {3) constraints by tags of Ty are
satisfied by Wy,

If Uy <, ¥, then I,[T] € I,[¥,] holds.

{b) Hterm
An Hterm is defined as an event type, or a struc-
ture consisting of a root symbol and a list of event



label as follows.
Afwatch{agent = X /person,
object = hit{a,_qe-ut = V/person,

object = Z/personfsex = male],

cause = # fight)
Here, a root symbol is an event type, and
an event label is a pair of an event la-
bel symbol (agent, object] and its  value
{person, person|sexr = male], hit{agent =
Y/person,object = Z/person(sex =+ male]),
#fight). A label value may be a wterm or an
Hterm. "#fight” is an Hterm tag, and it is re-
placed by anether Hterm. Heerm tags appearing in
facts are preceded by #, and those appearing in
rules are preceded by @.

If two Hterms (Hy = B[l = A;,..], Ha= B[l =
AL, L)) satisfy the following four conditions, then
H; is called a sub event type of H; and it is rep-
resented as H) = Hy. (1) B <. B, (2)ill=4A"
appears in the label of Hy, [ = 4 appears in the la-
bel of i, and 4 and 4" are Hterms, then 4 <, 4"
holds, (3) if | = A" appears in the label of Hs,
{ = A appears in the label of H; and A and &'
are yterms, then A =, A' holds, {4) constraints by
tags of Hy are satisfied by Hy.

Semantics of Hiterm : Interpretation of Hterm
consists of interpretation of ¥lerm [, and a map-
ping = from Hterm to {frue, false}. =7 sat-
isfles the following two conditions. {1) «(T) =
true, w(Ll) = false, (2) for two Hterms H; and
Hy, if Hy =, H;, then
m{H1) = true — 7{H2) = true
holds.

(3) Substitution and Unification

(a) Unification of yterm

Let X; and ¥; be vterms and let # be defined as
follows,

§ = {Xy/ Yy, Xo/ Vo, .., Xaf Vo }
If 8 satisfies the following two conditions, then #
is a substitution of witerm. (1) Tags appearing in
¥y are different from tags appearing in Xj, (2)
X ~a Y.

(b) Unification of Hterm

Let X; and ¥ be event types and let 7 be defined
as follows,
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n= {Xlrllyiaxzf}&r avay XH.IJIKE}
Il 7 satisfies the following two conditions, then #
is a substitution of Hterm. (1) Tags appearing in
Y; are different from tags appearing in Xj, (2)
X4 T

{4) Rules
A tule consists of a unit name, consequence part and
condition part as follows.

oA~ By, B, .. B,
Here, A and B; are Hterms or Hterms preceded by not,
“not” means “negation as failure™.

Jome rules may be generalized when applied to a
new case. We distinguish such rules from others, and
call them Crules. For Crules, we can define two kinds
of infarmation to control generalization.

{a) Limit of generalization
If a Crule is generalized without any constraint,
the condition part will be meaningless because it
may be generalized to T. Therefore, we introduced
information to restrict generalization.

For example, let the following be type definitions,
hil <, do_violence,
person <, animeal
and let the following Hterm hawve a limit of gener-
alization.
hit < do_violence > (agent =
person[name =" Tom'| < antmal >
This means that the criginal Hterm
hit{agent = person[name =" Tom"]}
may be generalized as in the following examples.
hit{agent = person)
da_vislence(agent = person[name =" Tom"])
do_vielence{agent = person)

(b} Weighting of conditions

The condition part of & Crule may be consists of
more than one Hierms, and each Hterm may have
more than one label. Among these, some infor-
mation (Hterm, label) may be essential to draw a
conclusion, and others may not be important. Not
important information can be generalized more
than important information. To discriminate net
important information from others, we introduce
the notation “I,

That infermation is reflected to calculate the de-
gree of generalization.

(5) SLD Resolution
Let G; be the following goals
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= Ay, Ay A,
and O be
A= By,..., B,. € Rules
and & be an mge which satisfies A8 =<, A 8, then the
following Gy 1= derived from G; and .
. E-‘qh": Aﬁ“erh vy By Ah+1: :An}ﬁl

If & is a Crule, it is generalized to the upper limit,
and then the generalized rule ] is used for resolution,
In this case, the degree of generalization is evaluated
after the resolution is finished. If the total degree is
aver the threshold, then the resoclution is considered to
have failed.

(6) Argument

Let F' and Conc{F} be a set of Hterms. IF Conc(F)
satisfies the following two conditions, then Conc{F) is
called an answer set of F. (1) F C Conc(F), (2) if
H) € Cone(F), and there exists an Hiterm H; which
satisfies H, =, My, then Ha € Conc{ F.

Let R be a set of rules, F be a sel of Hterms
which show [acts, and Ezt{R, F) be a set of Hterms.
If Ext(R,F) iz a minimum set of Hierms which sat-
isfies following conditions, it iz called a correet an-
swer set. (1) Come(F) C Ext(R,F), (2) for any
rule 4 — By,.. B, € R and for any substitution #,
if {E#,...,B,0} € Ext(R,F), then A8 € Ext(R,F)
holds. Hierms preceded by not are not considered here,
(3} The degree of generalization is less than the thresh-
old, (4} Let H be a set of Hierms preceded by not. For
any A € Ext(R, F} and B € H, A and B are not unifi-
able. (5) Let 4 and B be Hterms. If A, B € Ezt(R, F),
then A and -8 is not unifiable.

Let 7 be an Hterm, F be a set of Hterms and A be
aset of rules. If ' C F and B € B are the minu-
mum sets which satisfy G € Ext{R', F'), then a set of
instances of F' and R' is called the argumentation of H
and it is represented as Arg(G, R, F).

(7) Defeasible reasoning based on priority of
rules

Each rule has a name called wnit. Using units, we
define the priority relation between rules.

{a) Priority of rules
We can define a unit name for not only a rule but
a group of rules. For example, let ry, 7o, 73 be unit
names of three rules. Then,

ro = {ri,ra, 73}

defines & new unit name “rg" which is defined for
a group of {ry,ra, 73}

Priority of rules is defined as a priority name and
a set of priority relations of unit names.

pi={r > 2}

P2 1= {r >, 73}

Moreover, we can define priority of priority. Prior-
ity of priority is defined as a2 name of pricrity of
priority and a set of priority relations of priority
names.

viewl := {p >, p2, p3 >a pa}

view2 := {py >, p1, Ps >4 Ps}-

In the case of Crules, we must take care with the
priority of generalized rules. For example, let 7 and
' be a Crule and its generalized rule. Then, we
consider that the following priority is defined by
defanlt because generslized rules are less reliable
than original rules

L
And let vy and rp be Crules and let r] and v, be
their generalized rules. If the following priority is
defined

Ty 2 Ty,
then we can conclude the following priority

T1 }r i‘;:
hewever, we cannot decide the priority between r
and r.

i{b) Defeat relation
Let A and B be Hierms. And let B and F be a set
of rules and a set of Hterms.

If A and -B are unifiable, or if -4 and
B are unifiable, then 4 and B are said
to be & contradiction. For twe arguments
Arg(A, R F) and Arg(B R F), if A and B
cause a contradiction, we say “Arg(A, R, F) at-
tacks Arg(B,R,F)" and “Arg(B,R,F) attacks
Arg({A, R, F)". For any argument Arg(C, R, F), if
Arg(G R, F) C Arg(4, R, F) and Arg{A, R, F) at-
tacks Arg{B, R, F), then we say Arg{B,R,F)is a
counter argument of Arg(G, R, F).

Let Arg(B, R, F) be a counter argument of

Arg(G,R,F), and let 72 and r; be top default
rules including Arg(B, R, F) and Arg{G, R, F). If
one of the following conditions holds, then we say
Arg(B,R,F) defeats Arg(H, R, F) (Fig.3). (1) ry



is only one defanlt rule included in Arg(B, R, F),
(2) for amy sub argument of Arg(B, R, F') which
does not include ra, it is a justified argument.

G

A/ka c

ANEA

counier arguimant

sonfict

argument

Figure 3: Defeat relation

An argument can be classified into three categories
- a defeated argument, a justified argoment and a
merely plausible argument [Sartor 1993].

A defeated argument is an argument which is de-
feated by some counter argument. A justified ar-
gument is an argument which defeats any counter
arpuments. A merely plansible argument is an ar-

gument which is neither a defeated one nor a justi-

fied one. Justified arguments and merely plausible
omes are called plawsible ones,

{c}) Query Mode

Our language has two query modes - analysis
made and normal mode. In the analysis mode, our
language conducts OLDT resolution [Tamaki and
Sato 1986) and outputs plausible arguments which
support the given goal. OLDT resolution ealcu-
lates all arguments, all counter arguments, and all
counter-counter arguments and so on, and it com-
pares them.

In the normal mede, it calculates argoments
and counter arguments, but it doesn’t calculate
counter-counter arguments. It outputs (tempo-
rally) plansible arguments, because such argu-
ments may be defeated by counter-counter argu-
ments.

4.2 Description of Legal Knowledge

In this chapter, we show how legal knowledge is repre-
sented,
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(1} Concepts
Common-sense  knowledge about concepts is repre-
sented using type definitions. For example, “hitting
other people is a violent action” and “father is a male
are represented as follows. :
hit < do_violence
Sfather|sex : male)
We have to define which object types are related to
which object labels, and which event types are re-
lated to which event labels as tvpe definitions. How-
ever, some event labels such as “agent”, “object”,
iy object”, *condition®, “place”,
*manner”, “implement” and so on are predefined
[EDR].

“cause”, “time",

(2) Facts
A new case is represented as a set of facts. A fact is
represented as a rale whose condition part is “frue”.
The prosecution and the defense may have different ev-
idence which conflicts as in following example.

act i hit{agent = tom,

object = ball) | ftact.

pla 2 with_criminal intent{a_object = Fact).

def i hynegligence(aobject = #act).

res iz injured{a_object = bill, couse = Fact).
Such conflict is resolved if priority relations betwesn
evidence is defined.

{3) Statutory rules, Legal Theories
As most legal rules take the form of if - then - unless
rules", they are easily represented as rules. The follow-
ing are examples of articles 36 and 199,
penaldf : punishable{aobject = Bact)
+— act(agent = X/person,
object = ¥ /person) | Bact,
not sel [ _defense(a_object = @act).
penall9 :: erime_of_homicide(e_object = Qact)
— act{agent = X/person,
object = Y/ person) | @act,
kill(a_object = Gact).

As predicates which appear in legal rules are vague,
supplementary rules are nesded to make the meaning
of vagne concepts clear. For example, “If 2 person X
did violence to another ¥ with criminal intent, and 1
died, and there is legal causality between the action
and the death, then X killed ¥." is a supplementary
rule to define the meaning of “kill.” Supplementary
rules are also represented by rules,

Legal theories concerning interpretation of legal rules
are also supplementary rules. As different lawyers may
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adopt different interpretations, there may exist rules
which conflict.

{4) Judicial precedents

Precedents confain information such as facts, a final
decision, arguments of both sides, and the argument
of the judge. Arguments included in precedents consist
of several levels of rules. While rules appearing near
the conclusion consist of more general conditions, rules
near facts consist of concrete conditions.

Though rules of the former level are applied as they
are, rules of the latter level are applied after they are
generalized. Therefore, the latter level rules are repre-
sented as Crules,

(5) Criteria for value judgment and viewpoint

When lawyers select one from conflicting interpreta-
tions of legal rules, they evaluate each interpretation
based on their own viewpoint. We describe a per-
sonal viewpoint as a priority relation between criteria

of value

The following are examples of criteria of value. Legal
norms beleng to criteria for value judgment.

o New Jaw has priority over old law.
# Public discipline must be protected.
* People must be treated equally,

Criteria of value are represented by a priority name
and priority betwesn factors of value.
focus_on_economy = {economy > polution}.
> easeof local Court}.
Sfocus_on_PublicDiscipline .=
{morals > freedom_of press}.

The relation between rules and factors of value is
represented as the definition of a new unit.
economy = {r,T4, 77}
polution ;= {ra, s }.
Using two kinds of information, if we select one di-
mension, then this defines the pricrity relation between
rules,

A wicwpoint is a prievity relation of criteria of value.
As a criteria of value defines the prierity of rules, a
viewpoint 15 & priornty of priority of rules.

v] =

{ focus_on_economy > focus_on_PublicDiscipline,
focus_on_consistency.of interpretation

> focus on_flesibility of faw }.

(6) Query
After we give this knowledge to the rew HELIC-IT, we
focus on an event of facts of a new case, and input a
query as follows.

? = punish{a_object = $hit,

goal = erime_of in flicting injury).

7 — prove(a_object = #hit, goal = X/crime).
A former guery is used to obtain arguments te suppeort
a given goal. The latter is used to obtain a goal and its
arguments.

5 Debate Function

In the previous section, we showed that the defeat re-
lation of argnments iz defined by the priority between
rules. However, that definition has two problems.

The first one is that it is assumed that there is only
oie definition of pricrity of rules and that both par-
ties have the same knowledge. However, in the actual
case, both parties have different evidence, precedents
and viewpoints. Therefore, there may ekist more than
one priority relation of rules.

The second problem is that it is assumed that all
arguments, counter-arguments, counter-counter argu-
ments, and 30 on are calenlated. Im the actual case,
when both parties make arguments, they domn’t al-
ways consider the counter arguments and the counter-
counter arguments because they eannot predict the ap-
ponent's action. Purthermore, from the viewpeoint of
computation, it take a long time to caleulate all argu-
ments, counter-arguments, counter-counter arguments,
and so on,

One promising approach which resolves these prob-
lems is the debate model. The debate model simulates
the actual legal process in the court, and it generates
better arguments in a shorter time.

Already research info the debate model has been
condueted by [Rissland et al. 1987] [Loui 1992] [Gor-
don 1883]. Our model is different from theirs in that
we focused on the difference of viewpoints of both sides
and combined this into the argumentation funetion.



5.1 Overview of Debate Strategy

When both parties debate in the court, there are twa
kinds of issues. The first one i= whether there exists
any facts or not (issues of fact finding). The other is
which interpretation is more suitable (issues of select-
ing interpretation, issues of value judgment). We model
the debate strategy as follows.

1. Initially, two parties have different facts, different
rules and different viewpoints. They don't know
what rules and viewpoints the cpposite side may
have.

2. The defeat relation of arguments are extension of
the definition explained in the previous section. If
both parties have the same priority vy > rz,' ‘we
use this priority to decide the defeat relation of
arguments. However, if the plaintiff insists v = 72,
and the defendant insists ro > 7y, ry o~ ra (U7
means there is no priority relation), is used to
decide the defeat relation.

3. Both parties present their claims to each other.
There are several claims as follows. (1) To make
a new argumentation for a given goal. (2) To find
issues in the arguments posed by the opponent.
(3) To select one issue and to make a counter
argument to it. (4) To decide if an argument is
defeated by = counter argument or not. (i) To
modify one’s own viewpoint to make one's argu-
ment defeat the counter argument. {6) To change
the iszue.

4, There are several strategies to selecting one issue
from a list of candidate issues and to select one
argument from possible arguments. From them,
we adopted the depth first approach in which
an issue moves deeply from an argument to a
counter-argument, and from a connter-argument to
a counter-counter argument, and so on (Figd). If
the debate process falls into deadlock, backtrack-
ing occurs and another isswe and another argu-
ment are selected,

5. During the debate process, the current viewpoint
of each party may be enhanced by attaching new
prierity relations of criteria of value. For example,
let vy := {p > g} be a current viewpoint, and
let p; > py be a prierity by which an argument
of this side defeats a counter argument of the op-
ponents side. Then, vy is modified and becomes
v = {p1 > pa, 1 > m}. If there are more than
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Figure 4: Depth fiest strategy of debate

one candidate to be attached (for example, py > p3
and Py = py are ca.ndirla.t.a%}, then we must select
one. By selecting different candidates, the debate
takes a different process (Fig.5).

If, by attaching a new priority, the pricrity rela-
ticn of rules which held in the past in the debate
process is altered, then this new change causes a
contradiction. Therefore, the party has to find an-
other priority relation to be attached, and if there
is no other priority to make the argument defeat
the counter argument, the party loses the issue.
They must change the issue, and start another de-
bate.

Figure 5: Changing & viewpoint

5.2 Example of Debate

We will show an example of -the debate process us-
ing new HELIC-II. We selected this example from the
lawyers.

{1) A new case (Mary’s case)

Mary had hated Jane for a long time and wanted to
hurt her. Mary waited Jane in the street, and hit her
in the face. Jane had a bad fall, and she lost con-
sciousness. Mary thought Jane was dead. Then Mary
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took away Jane's handbag in order to make other peo-
ple that Jane was killed during robbery. Mary threw
the handbag in the river. Which crime should Mary be
punished for?

(2) Issues in Mary's case

This case contains several hard issues concerning in-
terpretation of the Japanese Penal Code. One issue is
whether hitting Jane is the erime of inflicting an injury
ar the crime of viclence.

The second issue is whether taking the handbag is
punishable as the crime of robbery, the crime of theft,
or the crime of embezzlement. How to evaluate Mary's
intent affects the conclusion.

The third issue is whether abandoning a handbag is
punishable as the crime of damage to property.

Concerning the above issues, there are several theo-
ries and precedents, and different lawyers support dif-
ferent interpretations depending on their viewpoints.

{3) The debate function

Let’s solve this problem using the new HELIC-II In
this example, the system takes the part of the prosecn-
tion and the user takes the part of the defense.

When we start up the initial windew of new HELIC-
IT and input data files, two windows appears. One iz
for the prosecution and the other is for the defense.
From the prosecution window, we input a query “for
what crime is taking a handbag punishable?” Then, the
initial goal becomes “the crime of robbery”, and the
system generates an argument for this goal (Fig. 6).

Then, from the other window, the user lists up the
issues, selects one and makes the counter-argument.

The new HELIC-IT finds the counter argument de-
feats the original argument, and changes the issue.

As in these processes, we can simulate the debate

process by changing claims.

(4} Example of debate process

The following is an explanation of one of the debate
processes which the new HELIC-II can generate. In
this example, (F) is the prosecution claim and (D) is
the defense claim.

1. (P} According to Professor Otsuka, taking away
property corresponds to the crime of theft uncon-
ditionally. Therefore, taking away a handbag is the

Figure 6: Initial axgument

crime of theft.

. (D) According to Professor Dando, to punish

someone for the crime of theft, criminal intent to
deceive another into believing that he or she is the
owner of the property must be shown. As Mary
did’t have this intent, her action is not the crime
of theft.

. (P) From the viewpoint of protecting property,

Professor Otsuka's theory is relevant.

. {D) From the viewpoint of distinguishing between

theft and embezzlement, Professor Dando’s theory
iz more relevant. There are many precedents to
support Otsuka’s theory.

. (P} Concerning Dande’s theory, there is a influen-

tial counter theory. According to Professor Hirano,
to punish for the crime of theft, criminal intent



to use the property must be shown. It was a long
time from taking away the handbag to throwing it
in the river. So, it is reasonable to conclude that
Mary intended to use it herself.

6. (D) Professor Dando's theory is relevant from the
viewpoint of consistency of the system of criminal
law.

7. (P} As regards the flexibility of law, Professor
Hirano's theory is supported by many lawyers.

8 (D) Mary threw away the handbag in the end.
So she had no intention to use it. The prosecu-
tion's opinion concerning her intent to use it is not
reliable.

The relation among arguments in this debate process
is shown in Fig.T.
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Figure 7: Relation of arguments

6 Conclusion

We have introduced the new HELIC-JT system. Here is
a summary of our evaluation of the system.

{1} As a software tool for legal reasoning

The reasoning model of the new HELIC-IT cantains im-
portant components of legal reasoning such as generai-
ing arguments, value judgment and debate strategy. It
can also treat varicus legal knowledge such as statutes,
precedents, legal theories, criteria of value evaluation,
personal viewpoints and debate strategies. We can thus
use the new HELIC-IT to simulate many aspects of le-
gal reasoning. The following are example of using of
the new HELIC-IL.

o If we give a new case and a complete viewpoint,
then the new HELIC-IT outputs the most reliable
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conclusion and its argument based on that view-
point.

o If we give a new case, a desirable goal and a
complete viewpoint, then it outputs an argument
which achieves the goal.

» If we give a new case, all possible conclusions and
their arguments are obtained.

o [f we give an argument and a counter argument, a
viewpoint on which counter argument defeats the
original argument is obtained.

s Dehate by both parties is simulated between the
system and the user.

As the new HELICHIT is implemented on KLIC, it
runs on the Unix environment. User-friendly interface
has made the system easier to use.

(2) As a language for legal knowledge

Using our knowledge representation language we were
able to describe a variety of legal knowledge. For ex-
ample, in book one of the penal code, we described
chapter 7 (Mon-constitution of a Crime and Redue-
tion or Hemission of Penalty), and in book two, we
described chapter 26 {Crime of Homicide), chapter 27
{Crime of Inflicting Injury), chapter 30 (Crime of De-
sertion}, chapter 36 {Crime of Theft and Robbery), and
chapter 38 (Crime of Embezzlement). We described 10
legal theories, 80 precedents, 20 criteria for value eval-
vation and 30 cases of common-sense knowledge. Fur-
thermere, we constructed a conceptual dictionary for
criminal cases which contains about 500 concepts.

Rules are sometimes generalized when they are ap-
plied to a new case. This mechanism is a very powerful
generator of the interpretation of legal rules. However,
as the current generalization mechanism is too simple,
it takes a long time to apply general rules to & new
case and it generates useless rules.

We need some functions to control generalization,
and this is the topic of future research.

(3) As a Debate Model

One of the important features of the new HELIC-
I7 is that the personal viewpoint plays an impor-
tant role during debate. As both parties have differ-
ent viewpoints, there two priority relations of rules.
Therefore, the debate strategy becomes more complex
than [Sartor 1993] [Prakken 1993] [Gordon 1993 and
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[Loni 1992).

In criminal cases, interpretation of the law is not as
impotrtant as faet Anding. However, debate comparing
interpretations is a useful tool for educating students at
law school.

(4) Evaluation of the Knowledge Base

The knowledge base of the rew HELIC-IT consists of a
conceptual dictionary, the penal code, theories of inter-
pretation, precedents, and criteria for value evaluation.
As our research focuses on the inference mechanism,
the knowledge base is an experimental one and it s a
small part of the penal code. However, we believe that
the quality of represented rules is high.

And apart from the new HELIC-IT project, Shibasaki
analyzed the logical aspect of penal code in detail,
classified legal mles in the penal code and represented
them as rules [Shibasaki et al. 16984]. His research will
help us to improve quality of a rule base.

(5) Future Projects

The new HELICLIT consiste of several inference mod-
tiles. Though each module is rather simple, the system
achieved high level inference functions overall, Follow-
ing 1z a list of future projects.

& Flexible control mechanism for generalization.

» Theoretical research concerning generalization and
analogical reasoning.

User's langnage to deseribe debate strategy.

# Dxtension of defeasible reasoning which can calen-
late defeat relation effectively.

Extension of our language by employving temporal
logic, deontic logic and logic for knowledge.

* Developing Legal knowledge base with lawyers.
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