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Abstract

This paper presents a practical procedure for analyzing
discourse structures for Japanese text, where the strue-
tures are represented by binmary trees. In order to con-
struct discourse structures for Japanese argumentative
articles, the procedure uses local thinking-flow restric-
tions, segmentation rules, and topic flow preference. The
thinking-flow restrictions restrict the consecutive combi-
nation of relationships detected by connective expres-
sions. Whereas the thinking-flow restrictions restrict
the discourse structures locally, the segmentation rules
constrain them globally, based on rhetorical dependen-
cies beiween distant sentences. In addition, the topic
flow preference, which is the information concerning the
linkage of topic expressions and normal noun phrases,
chooses preferable structures, Using these resirictions,
the procedure can recognize the seope of relationships
between blocks of sentences, which no other discourse
structure analysis methods can handle. The procedure
has been applied to 18 Japanese articles, different from
the data used for algorithm development. Results show
that this approach is promising for extracting discourse
information.

1 Introduction

A computational theory for analyzing linguistic discourse
structure and its practical procedure are necessary to
develop machine systems dealing with plural sentences;
&.g., systems for text summarization and for knowledge
extraction from a Lext corpus,

Hobbs developed a theory in which he arranged three
kinds of relationships between sentences from the text co-
herency viewpoint [Hobhbe 1979]. Gresz and Sidner pro-
posed a theory which accounted for interactions between
three notions on discourse: linguistic structure, inten-
tion, and aftention [Grosz and Sidner 1886]. Litman and
Allen described & model in which a discourse structure
of conversation was built by recognizing a participant™s
plans [Litman and Allen 1987). These theories all de-
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pend on extra-linguistic knowledge, the accumulation of
which présents a problem in the realization of a practical
analyzer. The authors aim to build a practieal analyzer
which dispenses with such extra-linguistic knowledge de-
pendent on topic areas of articles to be analyzed.

Mann and Thompson proposed a linguistic structure
of text describing relaticnships between sentences and
their relative importance [Mann and Thempsen 1987}
However, no method for extracting the relationships from
superficial linguistic expressions was described in their
paper. Cohen proposed a framework for analyzing the
structure of argumentative discourse [Cohen 1987], wet
did not provide a concrete identification procedure for
‘evidence’ relationships between sentences, where no lin-
guistic clues indicate the relationships. Also, since only
relationships between successive sentences were consid-
ered, the scope which the relationships cover cannot be
analyzed, even if explicil connectives are detected,

This paper discusses a practical procedure for an-
alyzing the discourse siructure of Japanese fext. The
authors present a machine analyzer for extracting such
structure, the main component of which is a structure
analysis using thinking-flow restrictions for processing of
argumentative documents. These restrictions, which ex-
amine possible sequences of relationships extracted [rom
connective expressions in sentences, indicate which sen-
tences should be grouped together to define the discourse
structure.

2 Discourse structure of Japa-
nese text

2.1 Discourse structure

This paper focuses on analyzing discourse structure, rep-
resenting relationships between sentences. In text, vari-
ous theborical patterns are used to clarify the principle of
argument, Among them, connective expressions, which
state inter-sentence relationships, are the most signifi-
cant. They can be divided into the categories described
in Table 1.

Here, connective expressions include not ooly ner-
mal connectives such as “therefore®, but also idiomatic
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expressions stating relations to the other part of text
sich as *in addition™ and “here is described.”
The authers extracted 800 connective expressions from
a preliminary analysis of more than 1,000 sentences in
several argumentative articles {Ono ef of. 1989). Then,
connective relationships were classified into 13 categories
as shown in Table [. Using these relationships, linguistic
structures of articles are caplured.

Table 1 is the current version of the relationship cat-
egories. The number of relationship categories necessary
and sufficient to represent discourse structures muat be
determined through further experimentation. New cate-
gories will be formed as need becomes apparent; likewise,
categories found Lo overlap in lunction will be merged.
Final categorrzation can only be fixed alter extensive
analysis.

Seniences of similar content may be grouped io-
gether inte a block. Just as each sentence in a block
serves specific roles, eg., “serial”, “parallel”, and “con-
trast”, each block in text serves a similar function. Thus,
the discourse structure must be able to represent hierar-
chical strucfures as well as individual relationships be-
tween sentences. In this paper, a discourse structure is
represented as a binary tree whose terminal nodes are
sentences; sub-trees correspond to local blocks of sen-
tences in hext.

Figure 1 shows a paragraph from an article titled
“a yero-crossing rale which estimates the frequency of a
speech signal,” where underlined words indicate connec-
tive expressions, Figuse 2 shows its discourse structure,
Extenston relationships are set to sentences without any
explicit connective expressions. Although the fourth and
fifth sentences are clearly the exemplification of the first
three zentences, the sixth is not. Thus, the first five can
be grouped into a block.

Discourse structure can be represented by a formula.
The discourse struciure in Figure 2 corresponds to the
following formula.

[[[1 <Ex> [2 <EX> 2]]
<EG> [4 <EX> 5]] <SR> 6],

2.2 Local constraint for consecutive re-
lationships

For analyzing discourse structure, a lacal constraint en
consecutive relationships between blocks of sentences is
introduced, The example shown in Figures 1 and 2 sug-
gests that the sequence of connective relationships can
limik the accepted discourse structures to those most ac-
curately representative of original argumentative text.
Consider the sequence [P <EG* § <5R> R}, where P, 0,
R are arbitrary (blocks of) sentences. The premise of R
is obviously not only Q but both P and . Since the ar-
gument in P and 0 is considered to close locally, the two
should be grouped into a block. This is 2 local constraint
on natural arpurmentation.

Table 1: Connective relationships.

RELATION

B AN Ao

serial connection
<5R=

7¢ 2 b (thus, therefors), & = T (then)
dakara yotte

negative connection
<NG=

b, Ll
dag-am ,M{mmh:

reason o +f 7 b (because),
<R5> nazenara
% D FNHE (the reason is ..)
Sonn0 wake wa
parallel 7] % I (at the same time),
<PhA= doufing
& b IC (in addition)
Jarar
contrast — 7 (however), FZ [ {on the contrary)
=T ippou hanmen
exemplification #il £ H (for example),
<EG> tatoeha
- BT B (and 5o on)
repetition & 5 @ kX (in other words),
<KP> toiunowa
(o
sore wa
supplementation % B 3 A (of course)
<SP> mechiron

rephrase 2 b, Thbbhais.)
<RH> isusmar]  semawachi

summarization i Fiarer al), F £ 3 & (in sum)
<SM> ke bkyoku malomeruio

extension T b (this is)
<BEX> Rkare wa

definition .., k5. is defined as ..}
<D= koko de ... o suru

rhetorical question
<R

E{S_.‘_" Y f‘:'zhﬁ B (Why is it ...)

direction ok, ki< E
D kokads wa ... wo hoberu
(here ... is described)
reference ExXic ... % k-2 5 (Fig.X shows ..)
<RE- zu X oni... wo pabern
topic shift =T, & T AT (well, now)
T8> sate  tokorode
background B ¥ (hitherta)
<BG> Juurai
enumeration HE— T (in the first place),
<EN> dai 1 ni
&5 IT(in the second place)
dai 2 mi




1 : In the cootext of discrete-time signals, Zero-
crossing is said to occur If successive sam-
ples have different algebraic signs.

2 : The rate at which zero crossings occur is a
simple measure of the frequency content of a
signal.

: This_is panticularly true of narrow band sig-
nals. .

4 : For example, a sinusoidal signal of frequen-
cy FO, sampled at a rate Fs, has Fs/F0) sam-
ples per cycle of the sine wave.

5 : Each cycle has two zero crossings so that
the long-term average rate of zero-cross-
ings is Z = 2FFs

6 : Thus, the average zero-crossing rate gives
a reasonable way to estimate the frequency
of a zine wave.

Ll

Figure 1: Text example 1.

<EX> : extension
<BEG> : exemplification
<SR= : serial

1 2 3 4 5 6

Figore 2: Discourse structure for the text example 1.

(This structure can be represented as the form
[[[l <EX> [2 <EX> 3]] <EG> [4 <EX> 5]] <SR> 6].)

Thinking-flow is defined by a sequence of connec-
tive relationships and the way in which the sequence fits
into the allowable structure, The authors have investi-
gated all 324 (18 x 18) pairs of connective relationships
and derived possible local structures for thinking-flow re-
sirictions. The pairs of connective relationships can be
represented by (ri, r2), where the relations ri and r2
are arbitrary connective relationships. They can be clas-
sified into the following four major groups.

(1} POP-type : permitting ([P ri Q] r2 R)
(eliminating [P r1 [Q r2 R11)
ex. [[P <EG> Q] <sR> R],
<EG> : exemplification,
<5R> : serial.

{2) PUSH-type : permitting [P r1 [0 r2 R]]
ex. [P <R3>» [0 <SR> R]],
RS> : reason.
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{3) NEUTRAL-type : permitting both (1) and (2}
ex, [[P <PA> Q] <EG> R],
[F <P&> [0 <EG> R]],
<P4> : parallel.

{4) NON-type : permitting non-structure
[F rt Q r2 R]
ex. [P <PA> Q <PA> R].

The relationship sequence of POP-type means that the
local structure for the first tweo blocks should be popped
up, because the local argument s closed. On the other
hand, the relationship sequence of PUSH-type means
that the local struclure should be pushed down.

The relationship sequence of NON-Lype permits non-
skructure, which 15 of the form [F 1 § 2 R]. There
fore, to be exact, the discourse structure which contains
t-he seqUence qf l..hiE Lype is nol a hinary Lrew.

The thinking-flow restrictions can be used te elimi-
nate structures expressing unnatural arguinentative ex-
tensions, by examining their local structures. Although
the thinking-flow restrictions define local constraints on
relationships to neighbors, the scope of relationships is
analyzed by recursively checking all local structures of &
digcourse structure.

2.3 Distant dependencies

The greater part of text can be appropriately analyzed,
uging the above local constraints on connective relation-
ships to neighbors, if the relationships are extracted cor
rectly. However, in real text, there are rhetorical depen-
dencies concerning distant sentences, which cannot be
detected by examining only the normal relationships to
neighbors. Two kinds of lingnistic clues to distant depen-
dencies must be considered in the realization of a precise
discourse analyzer: rhelorical expressions which cover
distant sentences, and referential relations of words, in
patticular, fopics

2.3.1 Rhetorical expressions stating global strue-
ture

First, rhetorical expressions which relate Lo an entire ar-
ticle play an important role. Examples are :

© .7 ...7 The reason is, ... ",
“ .. as follows. ... (TENSE=present).
... [TENSE=present).”,

“ .. is nob an exceptional case, ... ..."

Consider the text example in Figure 3, in which wanec-
essary words are omitted for expositional clarity. In this
text the rhetorical expressions which relate to the entive
paragraph affect its discourse structure. The expressions
“first” and “second” in the last two sentences eorrespond
to the expression “two pieces” in the first sentence; the
gecond and the third sentences, therefore, cab be said to
be connected by parallel relationship, as they have simi-
lar relations with the first sentence. Thus, the discourse
structure in Figure 4 is a natural representation.
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While, in real text, there is a wide variety of rhetor-
ical expressions of this type, those that are often used in
argumentative articles can be determined through analy-
sis. A robust discourse analysis system must detect these
thetorical expressions to restrict discourse structures,

2.3.2 Topic flow

The other significant phenomenon concerning the distant
dependencies is reference. While English uses pronouns
and definite noun phrases in reference, in Japanese, a
phrase that is identical to or & part of the original noun
phrase is used when referring to some other part of the
text. By analyzing the appearance of the same expres-
sions, a restrietion or a preference for building discourse
structures can be determined. However, the same ex-
pressions tend to scatter in a text] and it is difficult
to determine the referent for a reference without task-
dependent knowledge [Sumita et al. 1991]. The author's
aim is to create a system not dependent on such extra-
linguistic knowledge; the reappearance of certain expres-
sions is used as a preference for structure determination.

Figure 5 shows a text example in Japanese, where
the underlined words are the same expressions. Note
that many underlined words are followed by the charac-
ter ¥ i {wa)". This character is a postpositional particle
topicalizing the preceding noun in a sentence.

A topicof a sentence is an object indicating what the
sentence is about; it can localize the reader’s attention in
the area that the object relates to. In contrast to topic
processing for English (cf. [Schank 1977], [Sidner 1983]),
we can use a linguistic device to extract topics for Jap-
anese; some postpositional words are said to indicate a
topic of a sentence [Nagano 1936].

In this paper, topic information is used for prefer-
ence judgment of discourse structures, butl nob as an el
ement of the structures. To simplify explanation, let
ue denote a topic of the sentence [ by T9, and a case
where T refers to a word in the previous sentence P
by T9 = P. In the case of the text shown in Figure 5,
T = 1, ™ = 2, and T = 3 held. If a topic in a
sentence refers to a word in the previous sentence, it is
regarded as an elaboration of the earlier sentence. Thus,
these sentences must be kept close together in their dis-
course structure; the structure depicted in Figure 6 is
appropriate for this text.

In addition, relative importance of relationship con-
necting sentences in text must be considered for the topic
flow analysis. Connective relationships can be classi-
fied into three categories according to their relative im-
portance: left-hand, right-hand, and neutral type. For
example, the exemplification relationship is a left-hand
type; i.e, for [P <EG> Q], P strongly relates to the
global flow of argumentation beyond the outside of this
black, and in this sense P is more important than Q. In
contrast, the serial relationship is a right-hand type, and
the parallel relationship is a neutral type.

Consider the struocture [[P £1 Q] 2 B], where ‘'r1’
is a left-hand type relationship, and 't2' can be any rela-
tionship. If TR = P, the ahove structure is nalural, even
if there is the same word as T® in §. However, if TF = g,
this structure is unnatural, in the sense of coherency. In
this case, the structure [P r1 [ £2 R]] is preferable
te [[P 1 Q] x2 R].

On the contrary, in the case where ‘r1’ is a right-
hand type, [[P r1 Q] r2 R] is a natural structure, even
if T® = g. In short, the naturalness of & discourse strue-
ture closely depends on the appearance position of topics
and their referents, and the refative importance of the re-

ferred nodes,

1 : Two pieces of X are relevant.
2 : Fimst, ... .
3 : Second, ....

Figure 3: Text example 2 (X is a noun phrase.)

N
PA=

1 2 3
Figure 4: Discourse structure for the text example 2.

<EN> : enumeration
<PA> : parallel

1: ARBECHbLE S,
A wa B o C kara nara
A consists of B and C.
¥ %.—.—.Ea_EKﬁ'ﬂ BiLba
Cwa ... Dro B ai wakerareru
C is divided into D and E.
3 EE_...EE#':’Q

D wa ... P wo motsu

D has ... F.
4: FR ...

P wa ..

Fis ...

Figure 5: Text example 3 (A - F are noun phrases.)

EX>
eEX>,

=EX>
1 2 3 4

<EX> : extension

Figure 6: Discourse structure for the text example 3.



3 Discourse structure analyzer

3.1 System configuration

Figure 7 shows the discourse structure analyzer, which
censists of five parts: pre-processing, segmentation, can-
didate generation, candidate reduction and preference
judgement. If input text consists of multiple paragraphs
or multiple sections, every section or every paragraph in
the text is analyzed individually. Figure 8 cutlines the
inputfoutput data of each stage for a paragraph. The
outline of each stage of the discourse structure analyzer
is described in the following sections.

3.1.1 Pre-processing

In this stage, input sentences are analyzed, character
strings are divided into words, and the dependency struc-
ture for each sentence is constructed. The stape consists
of the f:ﬂ].uwlng sul:—pru-r.csﬂ-cs :

(1) Extracting the text of an article from chapters or
sections,

{2) Accomplishing morphological and syntactic analy-
8is,

(3) Extracting topic expressions and the reappearance
of the targeted expression,

(1) Detecting connective relationships and construct-
ing their sequence.

In Step (1), the title of an article is eliminated, and
the body is extracted. Next, in Step (2), sentences in the
body of the article, extracted in Step (1), are merpho-
logically and syntactically analyzed. In Step (3], topic
expressions are extracted, according to a table of topic
denotation expressions. The following are examples of
topic expressions.

¢ .. wa" (asfor...),
¢ . omiwa” (in... ),
“.odewa” (in...),
% .. nieifewa” (in ... ).

In Step (4}, & conneclive expression is detected based
on an expression table consisting of a word and its part
of speech for individual connective relationships. In this
step, connection sequence, a sequence of sentence iden-
tifiers and connective relationships, is acquired. For ex-
ample, & connection sequence is of the form

[1 <EN> 2 <EX> 3 <EX> 4 <EN> 5 <SR> €],

as is shown as the final result in Figure 8.

3.1.2 Segmentation
In this stage, rhetorical expressions between distant sen-
tences, which define discourse structure, are detected,
They form restrictions on segmentation of text.

This stage is implemented as a rule-based proce-

1137

Input
¥
| Pre-processing |
¥
[ Segmentation _]+— Segmestation

| Candidate Generation I
T

Thinking-flow
| Candidate Reduction |*— Restrict
L

Topics and
| Preﬁarenuilndgment I-.— their Referents
Output

Figure 7: System overview.

Imput sentences:
I"'e 2;]":'“& SC@"'J&"‘& 4&}1"'0
dai I i kono A wa
First, “This A s
S2Nc-o SLiedioTore
dal 2 ni shitagatre
Second, Thus
¥
Pre-processing  result:
[1 <EM= 2 <EX> 3 <EX> 4 <EN> 5 <5R> ]

¥

Segmentation result:
[1 <EN> {2 <EX> 3 <EX> 4} @<PA> 5 <SR> 6)

¥
Candidate generation resull:

[{I <EN> [[{2 <EX> 3] <EX> 4] <PA> 5]] <SR> 6]
[l <EN> [[2 <EX> [3 <EX> 4]] <PA> 5]] <5R> 6]
{1 <EN> [[[[2 <EX> 3] <EX> 4] <PA> 5] <SR> 6]]
[1 <BN> [[[2 <EX> [3 <EX> 4]] <PA> 5] <SR> 6]]
(1 <EN> [[[2 <EX> 3] <EX> 4] <PA> [5 <SR> 6]]]

[1 <EN> [[2 <EX> [3 <EX> 4]] <PA> [5 <5E=> 6]]]
Since (<EMN>, «5R>) is POP-type,
the 3rd and the dih candidates
are discarded. Also, since
(<PA>,<SR>) is POP-type, the
Sth and the 6th candidates are
discarded.

Candidate redection result:

[[1 <EN: [[[2 =EX> 3] <EX= 4] =PA= 5]] <S> 6]
[[1 <BN= [[2 <EX> [} <EX> 4]] <PA> 5]] <5SR> §]

Final result:
[l <EM=[[2 <EX> [3 <EX> 4]] <PA= 5]] <5R> 6]

Figure 8: Output example of each process.




1138

dure [Ono et al. 1991]. [f-then rules, called segmentation
rules, have been formulated in advance. The ifpart of a
segmentation rule corresponds Lo linguistic surface pat-
terns to detect inter-sentence rhetorical expressions, e.g.
“ag follows, ... First... ... Second ...". The then-
part represents & connection sequence embedded with
control operators discussed below. Also, the then-part
can indicate an exchange of connective relationships.

There are three kinds of control operators, They are
Hand '}, " and '), and "0, Sentences enclosed by '
and '} must be grouped together as a block of sentences,
Operators (" and *)* are similar to *{" and *}. They can
be used singly, while the operators “{* and ‘}' must be
used in pairs. The operator ‘@' means that the position
must not be a boundary of a sentence block.

Figure 9 shows examples of the segmentation rules.
The first example means that if the NLh sentence in-
cludes expression “fashikant {of course), and the Mth
sentence includes expression “shikash® (though}, then
from N+1st to M-1st sentences must be grouped to-
gether.

For the input sentences and the connection sequence
in Figure & the second rule is activated, The connection
sequence is Lhen converted into

[1 <EN> {2 <EX» 3 <EX» 4£}0<PA> 5 <SR> &].

This structure directs the next stage to generate
discourse structure candidates whose second, third and
fourth sentences are grouped inte a block,

At present, approximalely 100 rules are available in
the system.

3.1.3 <Candidate generation

All possible discourse structures, described by binary-
trees which do not viclate segmentation restrictions, are
generated as discourse structure candidates. The gener-
ation is performed in a bottom-up manner of sentence
parsing by the CYK algorithm. After the generation
of sub-trees for blocks directed by segmentation restrie-
tions, the whole trees are penerated baszed on these sub-
trees. In ease of the example in Figure 8, only § can-
didates are generated, while 42 binary trees would be
preduced without the segmentation rules,

3.1.4 Candidate reduction

Local structures of generated structure candidales are
checked by inspecting thinking-flow restrictions. The
candidates including a local structure violating the re-
strictions are discarded. Gnl}r ltgal candidates are ]}a,sscd
on to the next stage.

In order to show the effectiveness of the thinking-
flow restrictions, consider the lollowing connection se-
quence.

[1 <EX> 2 <EG» 3 <PA>» & <SR» 5].

Figure 10 shows discourse structure candidates for the

M-part :
Sentence No.: N M
Connective relationship:
<EX= <EX> <NG>
Input gtring:
Yoy fllERIC oy g Laulieg ™
rashikari shikashi
of course though
then-part :

['""{N <EX> {N+] -~ M-1}} @<NG> M -]

H-part :
Sentence No.: N M
Comnective relationship:
<BENz <EN=
Input string:

Moy HEIMC g ey HERIE., ™
dai 1 mi dai 2 ni
first, secomd,

then-part :

[*** N-1 <EN> {N -~ M-1} @<PA> M -]

Figure 9: Segmentation rule example.

above sequence. There arc 14 binary tree possibilities.

The candidates violating the thinking-flow restric-
tions are eliminated. For example, the first structure is
discarded, because it eontains the local structure
[2 <EG» [3 <PA> 4]], and the pair (<EG>,<PA>) is POP-
type. For the same reason, the seventh structure is
alws eliminated. This local strueture would also be dis-
carded after the exemplification relationship (“<EG> [[3
<PA>"). As a result of elimination through thinking-flow
restrictions, 11 candidates can be discarded, and the sec-
ond, the fourth and the tenth structures remain,

In the above example, in the case cutlined in Fig-
ure 8, structure candidates unnatural from the viewpeint
of thinking-flow are discarded. Since the third through
sixth candidates violate thinking-flow restrictions, the
candidates are reduced to two structures.

The thinking-flow restrictions are represented in the
systemn as a table of the applicable pairs of consecutive
relationships and their acceptable local structures,

3.1.5 Preference judgment

The final result of discourse analysis is the structure wilh
the lowest penalfy score, a value associated with topic-
referent relationships.

A penalty is set against each arc of path on a dis-
course structure, which leads from a sentence containing
a topic to a seatence referred to by the topic. The eon-
crete arc of a discourse structure, on which & penalty is
imposed, is either an are to or from an unimportant node
or an arc to an equally important node. Tor example,
for the strecture [[P <EG> ] <EX> R] where T% = 0,



1: [[1 <EX> [2 <EG> [3 <PA> 4]]] <5B> 5] : NG
([(<EG> <PA=}POP, “<EGs> [3 <PA>" :NG)

2: 1 <EX> [[2 <EG> 3] <PA> 4]] <SR> 3]

3: [[[1 <EX> 2] <EG> [3 <PA> 4]] <5R> 5] : NG
((«BG>,<PA=):POP, “'<BEG> [3 <PA="" :NG)

4: [I[1 <EX> [2 <EG> 3]] <PA> 4] <5R> 3]

S [ <EX> 2] <EG> 3] <PA> 4] <8R> 5] : NG
((<EX> <EG>):PUSH,""<EX> 2] <EG>"" :NG)

6: [l <EX= [2 <EG> [3 <PA> [4 <SR> 5]]]] : NG
((«PA> SR>} POP, *<PA> [4 <SH>" [NG)

7- [1 <EX> [2 <EG> [[3 <PA> 4] <5R=> 5]]] : NG
((<EG> <PA=)-POP, “*<EG> [[3 <PA="":NG)

8: [1 <EX> [[2 <EG> 3] <PA> [4 <SR> 5]]] : NG
((«PA> <SB=)POP, “<PA> [4 <SE="" :NG)

9: [1 <EX> [[2 <EG> [3 <PA> 4]] <8R> 5]] : NG
{{<BG> «PA=EPOF, “<EG> [I <PA="" 1NG)

10: [1 <EX> [[[2 <EG> 3] <PA> 4] <SE> 5]]

11: [ <EX> 2] <EG> [3 <PA> [4 <5R=> 5][] : NG
{(<PA>,<SR>):POP, “<PA> [4 <SR>"":NG)

12: [[1 <EX> 2] <EG> [[3 <PA> 4] <SR> 5]] : NG
((<EG> <PAs)}POP, “<EG> [[3 <PA>""NG)

13: [[1 <EX> [2 <EG> 3]] <PA> [4 <SR= 5]] : NG
{(<PA><SR>):POP, “<PA> [4 <SR>"" :NG)

14: [[[1 <EX> 2] <EG> 3] <PA> [4 <SR> 5]] : NG
({<PA>=SR=):POP, “<PA> [4 <SR>"" :NG)

Figure 10: Discourse structure candidates.

a penalty is imposed on the arc from the parent node of
P and [ to Q because the left node in an exemplification
relationship is unimportant.

The penalty of a discourse structure is defined as a
sum of penalties for all paths concerning all topics in the
paragraph. By selecting the structure eandicale with the
lowest penalty, the most coherent discourse structure is
oblained.

Of the two surviving structures of the candidate
reduction process in Figure 8, the second structure is
preferable. The difference is the structural relationship
between the second and fourth sentences: the local strue-
ture for the first candidate is [[2 <EX> 3] <EX> 4], and
that for the second candidate is [2 <EX» [3 <EX» 4]].
Since T* = 3, a penalty is imposed on the first struc-
ture, but not on the second structure. As a result, the
second strecture candidate is chosen.

While every paragraph can be analyzed respectively,
a chapter or a seclion conlaining multiple paragraphs is
analyzed in an analysis manner similar te that of a para-
graph. In case of a discourse structure for a chapter
or a section, paragraphs rather than sentences are used
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as the terminal nodes of the structure. The conmective
relationship expressed in the first sentence of each para-
graph is used for making the connection sequence. After
structure candidates are genevaled based on the connec-
tion sequence, candidates unnatural from the viewpoint
of thinking-flow are eliminated. Since every paragraph
iz analyzed into 2 discourse structure, each eade of the
discourse structure for a section also forms the discourse
siructure for the corresponding paragraph.

3.2 Experiment

Ta evaluate the discourse structure analyzer. 18 journal
articles, different from the data used for algorithm de-
velopment or rule extraction, have been analyzed. The
journal used is “Toshiba Review”, which publishes short
technical papers of three or four pages. An experiment
has been carried out on every paragraph. Correct dis-
course structure for every paragraph was made manually
in advance. The system’s performance was evaluated by
comparing the correct human-produced structures and
the structures analyzed by the system,

Table 2 shows analysis results. There are a total
of 554 paragraphs. Nearly 50% of them consisl of only
one sentence and are excluded frem consideration. For
114 paragraphs consisting of more than three senlences, a
correct analysis was produced for approximately seventy-
four percent.

There were 15 errors for all of the processed para-
graphs. Most of the errors are due Lo intorrect detection
of relationships (60%], or incorrect candidate reduction
{27%). For the former, the procedure failed to detect ex-
plicit connective expressions because of insufficient dic-
tionary data, which can be improved by refining the dic
tionary data. Most of the latter type of errors cecur in
a paragraph in which the first or last sentence refers to
information ovutside of the paragraph by such phrases as
a5 shown above” or “as follows.™ This suggesis that the
procedure should also take into account relationships to

Table 2: Analysis results

paragraph
{fmﬂ of [“m.““; Em et incorrect® | Total*
number urgue
e candigate)
1 - - - 293
IS S R SRR N L
k] 53 3 [ &7
4 12 5 T 4
5 7 1 2 10
[ 3 o [1] 3
7 5 i) 1] ]
8 2 1] o 2
9 2 L] 1] ¥
Total B4 14 15 L14%(554)

* Nombers indicate counts of paragraphs, excep for the paragraph
siee.
+ Total number of pamgraphs consisting of more than 3 sentences.
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neighboring paragraphs.

In the segmentation stage segmentation rules were
activated for 35 paragraphs, with 85% of the rules cor-
rectly used; 65% have contributed to structure determi-
nation for itemized parts of text, and 20% to rélation-
ship determination. In addition, the preference judgment
stage has increased the accuracy of the analysis by 3%.
Except for the effects of these contributions, correct rela-
tionships have been detected in 73 paragraphs, and cor-
rect results have been obtained for 55 paragraphs, Thus,
if correct connective relationships are detected, 73% of
discourse structures can be appropriately analyzed using
thinking-flow restrictions only.

4 Concluding remarks

A practical analyzer has been described for building dis-
course structures for Japanese argumentative or explana-
tory articles. To analyze structures, three types of knowl-
edge are used: thinking-flow restrictions, segmentation
rules, and topic-flow preference. They represent relative
constraints between connective relationships or struc-
tural restrictions spanning a paragraph, as opposed to
the relative importance belween consecutive sentences
on which other discourse structure analysis researchers
depend, Using linguistic knowledge, global structures or
the scope of relationships can be determined appropri-
ately.

In addition, the above knowledge on which the pro-
cedure is based is detected frem superficial linguistic
clues independent of topic areas in analyzed articles. The
authors are convinced that the method is effective for any
articles whose aim is persuasion or asseriion,

It should be noted that the relative importance of
sentences can be evaluated, using the extracted discourse
structure. For example, a lefi-hand node of a structure
linked by exemplification relationship is more important
than the right-hand node, as discussed in Section 2.3.2.
By a recursive application of relative importance judg-
ment from the top node of discourse structure analyzed
from a paragraph, the key-sentence in the paragraph can
be extracted.

In addition to the key-sentence extraction shown
above, the extracted structure can be a promising clue to
other various natural language processes, such as topic
estimation and knowledge extraction. The authors in-
tend to polish up the presented restrictions and rules,
and refine the procedure toward these natural language
processes,
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