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Abstract

This paper presents & form of reasoning called
“hypothetico-deduction”, that can be used to address
the problem of multiple explanations which arises in
the application of abduction to knowledge assimilation
and diagnosis.

In a framework of hypothetico-deductive reasoning
the knowledge is split into the theory T and observahle
relations S which may be tested through experiments.
The basgic idea behind the reasoning process is to
formulate and decide between aliernative hypotheses.
This is performed through an interaction between the
theory and-the- aclual obscrvations. The technigque
allows Lhis inléraction to be user mediated, permitting
the acqguisition of further information through
experimental tests, Abductive explanations which have
all their empirical consequences observed are said to be
“fully corroborated”.

We set up the basic theoretical framework for
hypothetico-deductive reasoning and develop a
comesponding proof procedure. We demonstrate Emw
hypothetico-deductive reasoning deals with one of the
main characteristics of common-sense reasoning,
namely incomplete information, through the use of
partial corroboration. We study the extension of basic
hypothetico-deductive reasoning applied to theories
that incorporate default reasoning &s captured by
nepation-as fallure (NAF) in Logic Programming. This
is applied to the domain of Temporal Reasoning, where
NAF is used to formulate default persistence, We show
how it can be used successfully to tackle typical
problems in this domain.

1 Motivation

Abduction is commonly adopted as an approach to
diagnostc reasoning [Reggia & WNau, 1984}, [Poole,
1988]. However, there are frequently many possible
abductive explanations for a given observation. This is
the problem of "muoltiple explanations”. In order to
choose between these explanations It becomes
necessary to collect more information. Consider the
%ﬁm Detection example formalized below {Theory

Suppose we arrive ai the scene of the crime and the
first observation we make is that someone is dead. We
seek an explanation for this on the basis of the theory
T1 above. Suppose we accept that there are only three
possible causes of death: being sirangled, being
stabbed, or drinking arsenic (these are technically
known as the abducibkler). Simple abduction starting
from the obhservation "dead" yields precisely these three
possible explanations. In order to choose between these

multiple Explanarlcns, we need to collect more
information. For example, if we examined the corpse
and discovered that there were marks on the neck, we

Theory T1
strangled =+ dead  strangled — neck_marks
blood_loss = dead stabbed = hlood_loss
poisoned —* dead dmnk arsenic = poisoned
drunk_arsenic = blue_tongue

might take this as evidence for the first explanation
over the others. Moreover, we know that drinking
arsenic also has the consequence of leaving the victim
with a blue tongue, so we might like to look for that,

One approach to deciding between multiple
explanations is through the performance of crucial
experiments ([Sattar & Goebel, 1989]): pairs of
explanations are examined for contradictory
consequences, and am experiment is performed which
refutes one of them whilst simultaneously
corroborating the other. With n competing
explanations we must thus perform at most (r-J)
crucial experiments .

The cruecial experiment approach is, however, unable
to choose between explanations when they fail o have
contradictory consequences of when they have
contradictory consequences that are not empirically
determinable (e.g. Tychonic and Copernican world
systems). In our example, for instance, the explanations
"strangled” and "stabbed” are not incompatible. It is
possible that the victim was boek strangled and siabbed.
Ag result, there can be no crucial experiment that will
decide between the two. However, further evidence
might lead us to accept one explanation, whilst
tentatively rejecting the other. For example, knowledge
that the person exhibits marks on the neck supporis the
“strangled” hypothesis. In fact we have all the
theoretically necessary observations to conclude that
the victim was strangled. On the other hand, the
“stabbed” hypothesis implies "blood_loss”, which if not
observed might lead ws to favour the “strangled”
explanation. Note that later evidence of blood loss
would lead us to return o the "stabbed” hypothesis (in
addition to "strangled”). From our viewpoint, crucial
experiments are the special case of general
hypothetico-deductive reasoning when an hypothesis is
refuted whilst simultaneously corroborating a second.

The process of hypothetico-deductive reasoning
allows the formation and testing of hypotheses within
an interactive framework which is applicable to a wide



class of applications and. is implemeniable using
existing technology for resolution,

The technique of hypothetico-dedietive reasoning
has its origin in the Philosophy of Science. It was
Frimarlly ];;mposcd by opponents of Scientific
nduction, Its notable contributers were Karl Popper
{[Popper, 1959],[Popper, 1963]), and Carl [Hempel
[Mempel, 1965]. In its original context, hypothetico-
deduction 15 a method of creating scientific (heories by
meking an hypothesis from which resulis already
obtained could have been deduced and which entails
new predictions that can be corroborated or refuted. It
is based on the idea that hypotheses cannot be derived
from observation, but once formulated can be tested
gealnst observation.

The hypothetico-deductive mechanism we formulaie,
resembles this method in having the two componenls of
hypothesis formation and corroboration. Tl differs from
the accepted usage of the term in philosophy of science
by the status of the hypothesis formation component.

In the philogophy of the process of hypothesis
formation is equivalent to theory formation: a creative
process in which a complete theory is construcled fo
account for the known observations. By contrast, the
methed we describe here starts with a fixed peneralized
theory which is nssumed to be compleie and correct.
The task is to construct some hypotheses which when
added to the theory have the known observations as
lopleal consequences. The process Is more akin to thal
used by an engineer when they apply classical
mechanics to a particular situation: they don't seck a
new physical theory, but rather a set of hypotheses
which would explain what they have observed. Since,
for us, hypethesis formation can be mechanized, we do
not have to fackle the traditional issues of the

losophy of science concerning the basis of theory

ronation. We thus avoid (like Poole before us [Poole,
1988, p.28]) one of the most difficult problems of
science,

This paper is orpanized as follows. We first describe
the reasoning process and present the logical structure
of the reasoning mechanism, indicating how it relates o
classical deduction and model theory, Abductive and
corroborative derivation procedures for implementing
the reasoning process are then defined through
resolution. We indicate how this reasoning technigue
melates o current work on abduction and i
reasoning, and suggest some possible extensions. We
illustrate the features and applicability of this reasoning
method with several examples. We then describe the
extension of hypothetico-deduction (o apply o theories
which include some form of default reasoning, using
negation-as-failure as an example. We consider a
typical application of defaults in causal reasoning,
namely default persistence, and provide several further
examples which illusirate this extension,

2 Hypothetico-deductive Framework

Suppose we have a fixed logical theory T about the
world. For example, it might be a medical model of the
anatomy, or a representation of the connections in an
electrical network, or a model of the flow of urban
traffic in Madrid. Let us divide the relations in the
theory into two catepories: empirical and theoretical.
How we make this distinction will depend on how we
interpret these relations in the domain for the theory.
An empirical relation iz one which ¢an be (or has been)
observed, For example, the blood pressure of a patient,
the status of a circuit-breaker {open or closed), or the
number of cars passing some point. By contrast, a
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theoretical relation is in principle not observable,
Examples of thecretical relations might be Infection
with an influgnza virus, the occurrence of a short-circuit
from the viewpoint of a control centre, or the density of
traffic at some point.

Suppose we wanl an explanation for G on the basis
of the theory. By this, whal we mean is “what relations
(we will call them hypotheses) might be true In order 1o
have givenm rise to (7. The answer to this question
could involve either theoretical or empirical relations,
In order to be confident that an explanation is the
correct explanation it is useful to fest it Explanations n
terms of empirical relations are directly testable. In the
simplest case we just consider the other observations we
have already made; in more complicated cases, we may
need fo “go and lock™ or even perform an
“gxperiment”. Explanations in terms of theoretical
relations must be tested indirectly, by deducing their
e.nﬁi:irﬂ consegquences, and tesiing these,

nforfunately, not all hypotheses that might give rise
o the observation G serve 45 explanations, regardless as
to whether they pass any tests. Some are too (rivial such
s taking (3 as an explanation for itself. Others we rule
cut a5 unsuitably shallow. For example, suppose we
sought an explanation for the observation “Jo laughed
at joke"; one possible hypothesis is because “the
joke was funmy™. However, what we really wanted wias a
deeper explanation: Why was the joke funmy? We
therefore designate cerfain types of hypotheses as
c::%:amry (or, more stricily, “abducible™).
problem of explanation, as far as we are
concerned in this paper, is the problem of consiructing
abducible hypotheses which when we add them (o T
will have & as a logical consequence. Furthermore,
explanations must pass (direct or indirect) tests,

The process of constructing hypotheses which have
G as a deduclive comsequence is an cxample of
hypaothesis formation. It is this stage that corresponds
o the “hypothetico-" component of hypolhetico-
deductive reasoning. The process of lesting an
explanation is an example of corroboration. It is this
stage thal comesponds to the “deductive” component
of hypothetico-deductive reasoning. This is because we
use dedoclion to determine the empirical consequences
of a given explanation. The process of hypothetico-
deductive reasoning can now be formulated as the
construction of an explanation for an observation
through interleaving hypothesis formation and
cormoboration. :

3 The Hypothetico-deductive
Mechanism

Let os consider the mechanism for hypothetico-
deductive reasoning in mone detail. To stmplify matiers
we shall require that our theory is composed of rules
and no facts. In logical terms, an hypothesis (and thus
an explanation) will be a sel of grovnd atomic well-
formed formulae,

Suppose we have a (usually causal) theory T, an
abservation set O, a set of abducible atomic formulae A,
and a pamicular observation G from O which we wish to
explain. Let 07 = 0-G. In addition we define a set 5, the
,%rml][ﬂ;, containing all the formtlae that can occur
m .

There are (hrege components (o the rocasoning
process: hypothesis  formation, hypothesis
corroboration, and explanation corroboration. In
cutline, we camry out hypothesis formation on G, and
for each componeni formula in the resoltant
hypothesis. We repeat this process until all that remains
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is a sel of abducible relations constituting the
cxplanation. We also carry out hypothesis
corroboration at each formation point. Finally we
reason forwards from the explanation to perform
explanation corroboration.

Hypothesis Formation

From any ground atomic formula F we form an
hypothesis for that formula. This is domc by
determining which rules in T allow F as a
conclusion, and forming an hypothesis from the
antecedents of each such rule (after carrying out the
relevant substitutlons dictated by F). Each hypothesis is
thus sufficient to allow the conclusion of F.

Hypothesis Corroboration

An hypothesis for an observation may conlain
instances of observables defined by 3. For each such
component we check (0 see whether it is an chservation
recorded in O, If it is a member of O then it is
corroborated and we can retain it, However, where any
component is not cormoborated in this fashion, we reject
the entire hypathesis.

Explanation Corroboration

An hypothesis H which i composed entirely of
instances of abducible predicates defined by A is an
explanatory hypothesis. To corroborate H, we use T to
reason forwards from H as an assumption. Each logical
consequence of H which is also an instance of an
observable is checked against O° for corroboration
{similar to “hypothesis corroboraton™). I it does mot
occur in O° then the original hypothesis H is rejected, If
all ohservable consequences are corroborated, then the
explanation H is said o be corroborated.

In peneral, rules may have more than ong literal in
their antecedent. We must also check the satisfaction of
the other literals in a given rule by reasoning backwards
until we reach either one of the observations in O° or
one of the other explanatory hypotheses. If neither of
thege 1wo situations arise, the rule is discarded from the
forward reasoning process.

We make a dislinclion between corroboration failure,
where an hypothesis or prediction does not occur in the
observation set O, and refufation, where the negation
of an hypothesis or prediction occurs in O°. Normally
the form of O and T means that refotation is i
(see the next section for details of this form). Later we
suggest an extension which allows the possibility of
efutation in addition 1 corroboration failure. In cases
where it is natural to apply the closed world assumption
to O, these two siluations will coincide.

4 The Logical Structure of
Hypothetico-deductive Reasoning

Suppose we have o theory T composed of definite
Horn clavses and an observation set of ground stomic
well-formed formulae O, Let the set of atomic
fornplae which can eccur in O be S, the observables.
Similarly, let ws define a set of distinguished i
atomic formulae A, the abducibles, in terms of which
all explanations must be constructed. An explanation
will be a member of the set A, We will assume that (he
theory T alone does not entail any empirical
observation without some other empirical input ie.
there does not exist any formula ¢ such that € 5 and

T 4. Consider also a ground atomic formula G (2
member of 8) for which we seek an explanation.

Given the 4-tuple <T,0,A,8>, a corroborated
explanation A for GG, i5 & sel of atomic welf-
formed formulae, which fulfils of the following
criteria:

(1) Each formula in A must be a member of A,

(2) TuAER G

(3 HTwaAkr IT andTls 8, then [T O
An explanation set A which satisfies (1) and {2) bt not
(3) is said to be uncorroborated,

This formulation is easily generalized to explanation
for multiple observations by simply replacing G with a
conjunction of ground atomic formulae.

We note that since af this stage we have taken our
theories 1o be Horn, a simple extension to hypothetico-
deductive reasoning allows us to distinguish between
explanation refiletion when a prediction is inconsistent
with observation, and merely the failure- of
corrgboration where a prediction is consistent with
known observations but not present in them. Such an
extension would allow a hypothetico-dedoctive system
to deal with circumstances where our observations
cannot éver be complete (where we know our fauli-
detection system is ilself fallible, for instance). We
could then discard only those explanations that are
refuted, and order the remaining ones according 1o
their dﬂgm of corroboration (correspondi 10

"s notion of versimilitude, [Popper, 19&%
later section discusses the extension of hypntheﬂcn-
deductive reasoning to theorles which include negation-
as-failure,

This extended versiom of hypothetico-deductive
reasoning is non-monotonic because later lnformation
might serve (o refute a partiaily corroboraled
explanation. To returs 1o our frst example for instance,
the cbservation (hat the victim dos not have a blue
tongue would lead ws to reject the hypothesis that they
had drunk arsenic (even if previously this hypothesis
had some observational consequences which had been
observed).

S Hypothetico-deductive Proof
Procedure

A resolution proof procedure which implements
hypothetico-deductive reasoning is formally presented
below. Basically we define two types of derivation:
abductive derivation and corroboration derivation
which are then interleaved to define the proof
procedure. Abductive derivation corresponds to the
processes of hypothesis formation and comoboration,
deriving hypotheses for poals. Corroboration derivation
corresponds o the process of explanation
corroboration, deriving predictions from goals, Thers
are two different ways to interleave the abductive and
deductive components of the reasoning mechanism,
One approach is to derive all the sbducible literals in
the hypothesis for an observation, before any of them
are corroborated. The second approach attempis
corroboration as scon as an abdocible literal is deddved,

Iponing consideration of other (non-abducible)
iterals in the hypothesis. Here we present a proof
procedure based on the second approach.

Definition {safe selection rufe)
A safe selection rule R is a (partial) fonction which,
given a goal « Lj, ... , Ly k21 returns an atomn Ly,

i=1,....k sach that:
either i) L is not abducible;
or i) Lj is pround.



Definition (Hypothetico-deductive proof procedure)
An abductive derivation from (G Ajp) o (Gg Ag)
via a safe selection rule R is a sequence
(G1 Ap), (G242), ..., (Gpdn)
such that for each i>1 Gj has the form « Lj,... L.

RiG{)= llland {Gi+1 Aj+1) is obteined according to one -

of the following ries:

Aly TIfL; is neither an abdocible nor an observable,

then Gi41=C and Aj;1=A; where C is the resolvent _

of some clause in T with Gj on the selected literal

ﬁZ]LJl[‘ L; is observable, then Gi4=C and :114_1_:-.,
whu:mCisthtrcsolvman «L.. ,LJ_ L
wilhanmedau&ei.nTlmLJ where « L ,. ,LJ
1.Lj+1 + Lk is the rcsnlw.m of Gj with some

Eﬁmg {amum:l assertion) L_i in O on the selected
ATy If Lj is ahduclble and € Aj, then
Gigl= &L L1100 Lk and 3-1+1—di
A4) If L is abducible and Lije A and there exists a
corroboration derivation fmm ({Lj} d,u{L]}} (1]
H}ﬂ‘]mﬂﬂﬁ:-f]' —L1;.. J—-J 1|-L]+1| Lk and
Ajp1 =47

Step Al) is an SLD-resolution step with the rules of
T. In-step-A2)-under the-assumption-that observables
and abducibles are disjoint we nead to reason backward
from the true observables in the goal (o find
explanations for them since the definition of an
explanation requires that it logically implies G in the
theory T alone without the set of observations O, Step
A3) handles the case where an abductive hypotheses is
required more than once. In step A4) a new abductive
hypotheses is required which is added to the carrent set
of hypotheses provided it is corroborated.

A corroboration derivation from (Fy Aq) to (Fy Ay) is
& sequence

(F1 A1), {(F2 &) ... (Fp Ag) t0 (Fp Ag)
such that for each i>1 Fj has the form [HeLj,....Lg} W
Fi" and (Fj+1 Ajs+1) is obtained according to one of the
following rules:

C1) If H is not observable then Fjy = C U F°
where C° is the set of all resolvents of clauses
in T with H&Lj,...,Lx on the atom H and
Ajy1=4y;

C2) If H is a ground observable, He O and
Li,...,Li is not empty then Fiy1 =C 0w F°
where C° is &L,...,.Ly and Ajy =4y, T He O
then Fi4) =F” algﬂ Ajr =4

C3) If H is a non ground observable, O3 xH and
L1,...,Lk is not empty then Fi.1 = C v F’
where C i5 +L1,....Li and A 1=4A;;

Cd4) IfH is a non ground ohservable and Lj is any
non observable selected literal from Ly,... L%
then Fje) = C7 W Fj” where C7 is the set of all
resolvents of clauses im T o A with
Hé=Lj,....Lg on the selected lteral L and
Aj+1=4j; H‘Lj is observable the resnlutiuns
are done only with clauses in O.

C5) If H is empty, L; is any selected literal and L
is not observable then Fie1 = C W Fy” where

549

" is the set of all resolvents of clauses in T
4j with «Ly,....Lg on the literal Lj and

OeC, and Aj+1=4Aj; If Lj is observable the
resolutions are done only with clauses in O,

In step C1) we “reason forward” from the
conclusion H trying to generate a ground observable at
the head. Once this ha & if this cbservable is not
“true” steps C2), C3) give the denial of the conditions
that imply this observable, Step C4) reasons backward
from the conditions either failing of trying to
instantiate further the observable head. Step CS5)
rezsons backward from the denials of steps C2), C3)
until ewvery possible such backward reasoning branch
fails, MNote that in the backward reasoning steps
observables are resolved from the observations O and
not the theory. More importanily notice that we do not
reason forward from an observable that is true.

Note that we have included the set of hypotheses A
in the definition of the corroboration derivation
although this does not get affected by this part of the
procedure, The reason for this is that more efficient
extensions of the procedure can be defined by adding
extra abducible information in the A; during the
corroboration phase e.g.the required absence of some
abducible A can be recorded by the addition of a new

abducible A"

Theorem
Let <T,0,A,5> be a Hypothetico-Deductive framework
and G a ground atomic formula, If (<@ {]) has an

adbuctive derivation to (LJ, A} then the set Ais a
corroborated explanation for (.

Proof {Sketch)

The soundness of the abductive derivations follows
directly from the soundaess of SLD resolution for
definite Horn theories as every abductive derivation
step of this procedure can be mapped into an SLD
resolution step. To show that the explanation A is
corroborated let Ae S be any ground atomic logical
consequence of T w A . Since T w A is a definite Homn
theory A must belong to its minimal model which can
be constructed in terms of the immediate consequence
operator 7 [van Emden & Kowalski, 1976] . Hence

there exists a finite integer n such that A e o, oA T O
(&) and A does not follow from T alone by our
assumption on the form of the T . The result
then follows by indwvction on the length of the
corroboration derivation.

6 Application of Hypothetico-
deductive Reasoning

In this section we will illustrate hypothetico-
deductive reasoning with some examples. Before this it
is worth pointing out that existing abductive diagnosis
techniques (g.g. [Poole et al,, 1987], [Davis, 1984],
[Cox & Pietrzkowski, 1987], [Genesereth, 1984],
[Reggia et al.,, 1983], [Sattar & Goebel, 1989]) can be
accommodated within the HD framework. For example
in the diagnosis of faults- in electrical circuits
hypothetico-deductive reasoning exhibits similar
behaviour to [Genesereth, 1984], [Sattar & Gocebel,
1989].

Problems and domains which are ideally suited to the
application of hypothetico-deductive reasoning exhibit
two characteristics. Firstly, they have a large number of



350

possible explanations in comparison to the number of
cmpirical consequences of each of those explanations,
Secondly, they have a minimal amount of observational
data pertaining to a given explanation so that
corroboration failure 1s maximized,

To illustrate the manner in which general
hypothetico-deductive reasoning deals with differing
but compatible explanations, let us consider the
exemple of abdominal pain firsi presented by [Fople,
1985] and axiomatized in [Sattar & Goebel, 1990]. The
axioms are reproduced below. To allow the possibility
of several discases occurring simultaneously, the three
expressions which capture the fact that the symptoms
{nausea, irritation_in_bowel, and heartburn) are
incompatible, have been omitted.

Theory T2
abdominal_pain_symp(X) = has_abdominal_pain
problem_is{indigestion} = abdominal _pain_symp(nausea)
problem_is{dysentry) -
abdominal_pain_sympdirritation_in_bowel)
problem_is(acidity) = abdominal_pain_symp(hearthum)

Now congider the following observations:

Observations O
has_abdominal_pain
ahdo mén.u!_i a!n_sgmi
Abducibles, A = ({problem_is{indigestion),
problem_is(dysentry},
problem_is{acidity) }
Observables, 5§ =

{has_abdominal_pain
abdominal _pain_symp{nausea),
abdominal_pain_symp{irritation_in_bowel),
abdeminal_pain_symp{heartburn}}

There are three possible potential explanations for the
observation “has_abdominal_pain™. Since they are not
mutually incompatible (it Is possible o have all three
discases, for example), there is no crucial literal which
can help us distinguish between the three explanations.
There is thus no “best” explanation from this point of
view.,

From the point of view of hypothetico-deductive
reasoning however, one of the explanations stands apart
from the others. On the basis of all the currently
available evidence “problem_is(indigestion)” is
completely corroborated. The two remaining
explanations remain possible but uncorroborated; that
is to say there is no supplementary evidence in support
of them, Experiments might be pecformed (iesting for
“abdominal_pain_symp(irritation_in_bowel)", and
“abdominal_pain_symp{heartburn)™)y which could
comoborate one or both of the others, which would lead
us o extend our explanation. Since physical
incompatibilities are rare in common-sense reasoning,
hypothetico-deductive reasoning has an advantage in
being able to offer a (revisable) “best” explanation
based on the currently available evidence, in spite of the
absence of possible crucial experiments. It is important
to appreciate that it is usuvally impractical to stmply
construct the hypotheses by performing abduction on
all the observalions in O, since in general there may be
an extremely large number of them, Moreover, only a
few may be relevant to the particular observation for
which we seek an explanation,

It might be thought that the checking of all the
observational consequences of some explanation might
be equally impractical: there might be an infinite
number of them as well. However, it must be bome in
mind that we are only considering the representation of
common-sense; we would normally ensure that there
are only a small number of observable consequences in
which we would be interested. We would define our set
of observables, S, accordingly. So, for instance, in the
fermentation example below we represenl cerlain
critical times (ofien referred to as “landmarks") at which
we mighl perform observations. Similarly, in the
“stolen car™ example which we present later, we restrict
observables to events thal occurred at some specific
point in time,

One application area in which incomplete
information- is intrinsic, is that of temporal reasoning,
Reasoning about time is constrained by the fact that
factual information is only available concerning the
past and the preseni. By its very nature we must
perform temporal diagnosis with no knowledge about
the future states of the systems we are trying 1o model.

As an example of temporal diagnosis which
iHustrates this characteristic, consider an ipdustrial
process involving the fermentation of wine, Suppose we
are faced with the task of disgnosing whether the
fermentatton process has proceeded normally, or that
the extremely rare conditions have occurred under
which we will produce a vintage wine. To do this we
must carry oul a Lest at some ime after the wine-
making process has begun, such as measuriog its pH, its
relative density, or its alcohol content. Suppose further
that we need to decide on this diagnosis before a certain
time, e.g. the bollling-time tomorrow, Let us refer to
some property of the mixture which would be observaed
for vintage wine by the symbol pl, and that for
ordinary wine as p2. These two properties might be
entirely compatible: it is perfectly possible for ordinary
wing to be produced under conditions which exhibit
plias well as p2), but in such a case it is not the fact that
the mixture is ordinary wine that cawser pl1 1o be
observed. Now su we observe pl before the
bottling time, and suppose there are no further
observalional consequences for the “vintage wine”
hypothesis that are observable before tomorrow, Then
the “vintage wine” hypothesis is completely
corroborated within the defined time-scale, On the
other hand, the “ordinary wine™ hypothesis remains at
best only partially corroborated. Hypothetico-deductive
reasoning would then prefer the “vintage wineg”
hypothesis over the “ordinary wine” one. The
temporal dimension illustrates the ability of
hypothetico-deductive reasoning to form diagnoses on
the basis of incomplete information. MNotice that an
extension of the ime scale would revise the status of the
Observable relations and perhaps the “vintage wine”
hypothesis would become only partially corroborated.
The application of hypothetico-deductive reasoning 1o
the temporal domain will be discussed in more detall in
the nex{ section a8 an important special case of the
imegration of hypothetico-deductive ceasoning and
defaull reasoning.

7 Hypothetico-deduction with Default
Theories

As we discussed above, the aim of hypothetico-
deductive reasoning has been to provide a framework
in which we can tackle one of the main characteristics
of common sense reasoning, namely incomplete
information. More specifically it addresses the fact that



we are often forced to form hypotheses and
explanations on the basis of limited information.
Another important form of reasoning that deals with
the problem of incomplete (or limited) information is
default reasoning (see e.p. [Reiter, 1980]). We can then
enhance the capability of each framework separately to
deal with this problem of missing information by
integrating them together into a commoen framework.

So fur we have only considered the application of
hypothetico-deduction to classical theories. In this
section we sindy its application to default theories
incorporating negation-as-failure (NAF) from Logic
Programming. We will then apply this adaptation of
hypothetico-deduction to temporal reasoning problems
formulated within the event caleulus where NAF is nsed
to represent defanlt persistence in time ([Kowalski &
Sergm. 19871, [Evans, 1989]).

h we adopt is to consider only classical
lhmﬂas to which non-monotonic reasoning
mechanisms such as defavit and hypothetico-deductive
reasoning are applied (in contrast to non-monolenic
logics). The motivation as before, is to separite
representation (classical logic) from reasoning (non-
monotonic). Recent formalizations of the semantics of
negation-as-failure [Eshghi & Kowalski, 1989], [Kakas
& Mancarella, 1990], [Dung, 1991], [Kakas &
Mancarclla, 1991] have adopted a similar point of view.
This approach means that hypothetico-deductive
reasoning can be applied to default theories of any
system which separates these two components, c.g
circumscription [McCarthy, 1980].

Following this work, we associate to any general
logic program, P, (Horn clauses extended with
negation-as-failure) a classical theory , P, as follows,
Each negative condition, mot p, where mot denotes the
negation-as-faillure operator, is regarded as a single new
positive atom. This can be made explicit by replacing
each such n ve literal, not p, by a syntactic variant,
sy p*, to give the Horn theory ]"‘ The m-:ndcl theoretic
exiension of the new symbol is intended o be the
complement of the old one, o (hal we can omil the noat,
To take a more meaningful example we might replace
“not alive” with “dead”. These new Symbols “p*™
of “dead” are then defined to be abducible predicates.
The above authors show that with this view it is possible
to understand. {and generalize) the stable model
semantics [Gelfond & Lifschitz, 1989] for NAF in logic
programming. {MNote that this is also the approach taken
more generally in [Poole, 1988] for understanding
default reasoning through abduction by naming the
defaults and considering these as assumpiions.)

We can then apply an adapted formulation of
hypothetico-deductive reasoning to these classical Horn
theories P° corresponding to general logic programs P.
As above we have a 4-luple <P",0,A, 5> where the set, A,
of sbducibles has been extended with new abducibles

£ Up*t, “dead”, which name the different NAF
default assumptions. -

Hence piven a 4-tuple <P*,0,A, 8>, a corroborated
explanation & for an observation G, is a set of ground
atomic well-formed formulae, which fulfils all of the
following criteria:

{1} Each formula in A is a member of A,
Let A = Ap o AH where Ap denotes the subset of
abdocibles corresponding to NAF.

2Q)PUAE G
BHEPFUAF TTandlTc S, then [T O
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(4) There exists a stable model! Mof PP u A WO
such that the negations corresponding to Ap hold
in M (i.e. are contained in the complement of M),

This is & direct extension of the previous definition
of hypothetico-deductive reasoning. The exira
condition (4} captures the defanlt reasoning present in
the theory P (or P). This is clearly separated in this
condition although it does play an important role in the
peneration of explanations by rejecting explanations
that do not satisfy it. This has the effect of adding extra
abducibles in the A to make it acceptable. For example

in the theory,
G « p*
p « q*

qQ « a
althcugh [p*} is an axplanalm:n for G, this is aot
accepted until the abducible “a" is added to it which
ensures that this defanlt assumption [p*} is valid. In
addition condition (4) also ensures that any default
agsumption (abducible) in A is compatible with the
observations (). Note that we could have chosen to put
together conditions (2} and (4) as "G is true in a stable
model of Pw Ap” for generating the explanations A,
and use condition (4) solely for the purpose of
Enmring that Ap are compatible with the observations

Although at first sight it might seem approprigte o
allow default reasoning during the corroboration of an
explanation this is not the case as indicated by
condition (3}, The reason for this is clear: if we allow it
then the corroboration process will not be for the
explanation A alone, but for A plus any additional
default assumptions made in arriving at the observable
test. Tn other words, we would not want (o reject an
explanation A by failure to corroborate an observation
that is a not & consequence of A alone but of A with
some additional default assumplions.

Let us now indicate how the proof procedure for
hypothetico-deductive reasoning, defined earlier, neads
to be extended to deal with this more general
formulation where our theories are peneral logic
programs. The first thing to notice is that, as indicated
by condition (3), the corroboration phase of the
procedure remains unchanged apart from the fact that
it will alse be applied whenever a NAF hypothesis,
“p** {or "not p"), is added to the explapation.
Simitarly, the adbuctive derivation phase remains as
before with the set of abducibles enlarged (0 include
the NAF default assumptions.

The main extension of the procedure arises from the
need o implement the new condition (4). This can be
done by adopting the abductive proof procedure
developed in [Eshghi & Kowalski, 1989], [Kakas &
Mancarella, 1990bh], [Kakas & Mancarella, 1990c] for
NAF which is an extension of SLDNF. A new type of
derivaton, called consistency derivation, is introduced
interleaved with the abductive phase of the procedure
whenever a NAF hypothesis, “p*" (or “not p"), is
required in the explanation, Its purpose is to ensure that
“p*" {or “not p™) is a valid NAF assumption by
checking that p does not succeed. This involves
reasoning backwards from p in all possible ways and
showing that each such branch ends in failure.

During this consistency check for some NAF
hypothesis, “p®" (or “not p”), it is possible for new

| More generally, we can use recent extensions of stable
models e.g. preferred extensions or stable theories as defined in
(Dune. 19911 and MKakas & Mancarella, 19917 respectively.
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abductive phases to be generated whenever the failure
of some consistency branch reduces to showing that
some other NAF default assumption e.g. “g*" (or
“not g) does not hold in the theory P* w A, To ensure
this the procedure starts a new abductive phase to show
that ¢ holds where it is possible that new hypotheses
may added in the explanation if this is needed to
prove g. Then with this enlarged explanation “g*" (or
‘not q°) is not a valid {defaulf) NAF assumption {as g
holds) and o the original consistency branch can not
succeed. In the example above the abducible “a" in
the explanation {p*, a) for G is generated during the
consistency check of p* (or not p) as described here,
More details about this extension of the proof
procedure can be foond in the references above.

8 Application of HD Reasoning to
Temporal Reasoning

As an example of the application of the abowve
extended hypothetico-deductive mechanism, let us
consider temporal reasoning with the Event Calculus
[Kowalski & Sergol, 1987] where NAF is used to
express default persislence in lime.

The Evenl Caleulus represents properties which hold
over intervals of time. They are initiated and terminated
by events which happen at particular instances of tme.
NAF is used to conclude that a property is not
“clipped” or “broken" over an interval of time,
achieving default persistence. Variants of the two main
axioms, which defing when a property “holds™ and
when a property is “broken”, are given below.

holds-at(p.12) < happens-at(etl) A
initiatese,p) A
tl<t2n
not broken-during(p,<t1,12>)

broken-during{p,<tl t2>) € happens-at(e,i) »
terminates{e,p) A

tlesta
g

The first axiom states that some property p holds at
any time after an initiating event, provided it is not
{(known to be) broken at someé timeé during the
intervening time-interval. NAF ensures that we draw the
conclusion that it isn't broken if we have no evidence
for it defauit persistence. The second axiom states that
a property is broken during an interval if a terminating
event happens at some time within that interval,

Before we can a;:gly HD reasoning to these axioms
we must carry out the transformation to eliminate the
MAF. A possible renaming of “not broken-during” is
“persists™;

holds-at(p,t2) &  happens-at{e,11)

initiates(e,pia
il <t2 A
persists(p,<t],12),

Before we present a detailed example of the
application of HD, let us briefly consider how the use
of & temporal default theory such as the Event Calculus
does not modify the process of corroboration {we use

the classical version of the theory), although it does
modify the process of explanation construction,

Consider an example in which the walls of & house
arg painted white, Using the Event Calculus, if we
wished 0 explain why the walls were white, we would
hypothesize an event of painting them white, In order
to corroborate this hypothesis we would look for
empirical consequences. One possibility might be that
the paint brush has white paint on it. However this
prediction involves assuming that the state of “brush-
has-white-paint” persisted since the walls were painted;
the corroboration is based upon a further
{uncorroborated!) hypothesis. Moreover, consider the
consequences of observing that the paint brush has red
paint on it. Does this refure the explanation that the
walls are white because they were painted white?
Obviously not. Under the extended HD scheme we limit
default reasoming to be a part of the hypothesis
formation component. Corroboration is straightforward
classical deduction. This is one of the rcasons for
having to transform the Event Calculus axioms to
eliminate the NAF,

Let us consider a more detailed application of
hypothetico-deductive reasoning to a problem
formalized in the Event Calculus. We shall take Kautz's
“stolen car” problem [Kautz, 1986]. The task is to
explain why a car parked in the morning is missing
when we look for it in the afternoon. In particular, to
explain when the car was stolen. Kauiz's original
motivation was to demonstrate that temporal reasoning
which performed chronological minimization {e.g.
Shoham's Non-monotonic Logic [Shoham, 1988])
would predict that the car was stolen the instant before
it was found to be missing; which was unsatisfactory.
From our point of view, the stolen car problem is more
correctly viewed as an explamation problem in which
there are several possible competing explanations,
corresponding to the different times that the car-might
have been stolen,

In the formalism of the Event Caleulus we would
describe the problem as follows. We know that the car
was parked at some particular ime, say time “1"; and
we know that it was missing at, say, time 4", We also
know that stealing initiates the property “missing™ and
terminates “parked”™:

initiates(e, missing) -~
terminates(e,parked) -

type(e,steal)
type(e,steal)

Our explanatory task is thus to explain the observation
“holds-at{missing.4)". We will take the predicates
“happens-at”, “type” and (since it iz a defanlt
relation} “persisis" to be abducible. Furthermore, let
us restrict the abducible “happens-at™ events to those
which happen between time “1" and 4", Qur
observables will be instances of the relation “holds-at”
which occur at time “4", Using hypothesis formation
applied to the rule defining “holds-at” we might

hypothesize:
{heppens-at(e,2), type(e,steal), persists{missing,<2,4>))

This states that some stealing event happened at time
“2”. Motice that we have to include the persistence
assumplion: if some other event had terminated this
“missing”™ state (such as the remrning of the carl), then
this particolar stealing eveni would not be the right
explanation.

sing a discrete representation of Ume, there is
another explanation corresponding 1o a stealing eveal
at time 3", Pure abduction is unable to distinguish
between these two explanations.



There are two further characteristics of HD to
demonstrate. Firstly, note that we have to check the
consistency of the default “persisis” hypothesis
{according to the 4th corroboration requirement). We
do this by checking that “~broken-
during(missing,<2,4=}" holds in the stable model when
we include all our observations; compuiatiomally
speaking, we must check that “broken-
during(missing,<2.4=)" finitely fails.

The second characteristic is corroboration to choose
between the two competing explanations. In order to
describe this aspect, we must elaborate our example
somewhat. Suppose that we had a car alarm fitted and it
is nol possible to steal the car without setting off the
alarm. The hy is that the car was stolén at time
“2" would lead us to predict “happens-at(alarm,2)”
whereas the alternative would predict “happens-
at(alarm,3)”. We must extend our definition of
observables to include “happens-at{alarm, 2)" and
“happens-at{alarm, 3)", corresponding, say, to
checking with someone near at what time they heard a
car alarm start going off. The process of corroboration
against observations concerning the alarm events
proceeds as in the unextended wversion of HD
reasoning,

Thus the addition of the appropriate observations for
the “stolen car™ situation allows us to form two
explanations, one of which we might reject as
uncomroborated and the other of which might be
Em‘][l‘lh‘my corrohorated.

e “bloodless” Yale Shooting problem
{[Morgenstern & Stein, 1988]) - the explanatory
counterpart 1o the original Yale Shooting prediction
problem ([Haoks & Me 1987]) - is of a similar
form. In this scenario, & gun is loaded, a period of
waiting ensues, and someone is shot with the gun, They
are found to be unharmed, The task is to explain how
this could be s0. Pure abduction a number of
explanations in terms of unloading events that must

“have occurred during the period of waiting: one
explanation for each different possible time of the
event, H co-deduction allows the possibility of
selecting ome of the events as preferable on the grounds
that it has empirical consequences which were observed.

9 Related and Farther Work

Several authors have developed deductive techniques
for the generation of hypotheses, In [Cox &
Pietrzykowski, 1987] h are constructed from
the terminzl nodes of Hnear resolution proofs,
Similarly, [Finger & Genesereth, 1985] perform
“deductive synthesis” to provide “solutions to design
problems™ by “finding a residue for a piven design
goal™; and [Poole et al,, 1987] use linear resolution for
hypothesis peneration implemented ia the program
THEORIST.

In [Eshghi & Kowalski, 1989], [Kakas & Mancarella,
1990] Horn clavse logic programming is extended to
include abduction with integrity constraints, The
approach taken here, differs by the absence of integrity
constraints although the process of checking abductive
hypotheses by regarding them as updates, and
reasoning forwards to integrity consiraints, parallels the
process of explanation corroboration we describe.,
There are two im ant differences between the
application (rather than the technique) of explanation
corroboration, and the inteprity checking process.
Firstly, we reason forwards to observables rather than
inteprity coostraints; and secondly, the set of
observables can be “dynamic”. That is, we may have
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not made all the relevant observations: it may be
necessary to perform an experiment to determing the
oulcome of corroboration (e.g. through “Query-the-
user” [Sergot, 1983] in the case of an expert system).
This approach of interactive acquisition of extra
information to help decide between different
explanations has been studied in [Kunifuji et al, 1986)
in the context of Enowledge Assimilation. However, in
some domains of application it may be appropriste 1o
use integrity constraints first for reducing the number
of possible exlf:nlauaﬁons before beginning the
corroboration of explanations. The mechanisms
developed in these papers are directly applicable to the
incorporation of integrity checking in the hypothetico-
deductive proof procedure defined above.

[Sattar & Goebel, 1989] describes how the
THEORIST system can be extended through the notion
of performing crucial experimens [Popper, 1965]
usingg “crucial literals” (from [Seki & Takeuchi,
1985]) to decide between competing explanatory
hypotheses. As we have mentioned above, this can be
undersinod as special case of explanation corroboration
used to decide between multiple incompatible
explanations. The relative cost of earrying out the
experimental tests for corroborating an explanation
over the significance of this particular explanation is
another feature that needs to be taken into account
when further developing the hypothetico-deductive
mechanism. For example, in circuit diagnosis [Davis,
1984] the failures are layered into categories according
10 their likelihood. De Kleer and Williams in [de Kleer
& Williams, 1987] use probability and information
theory to propose the next "best” test for localizing the
fault in the framework of model based diagnosis. These
techniques can be used to make our corroboration
more efficient,

Conclusions

We have developed a versatile reasoning mechanism
and preof procedure, based on the noton of
corroboration, that is applicable to a variety of
problems and logic-based systems in artificial
intelligence, It combines the explanatory capability of
hypothesis formation with the benefits of corroboration
through deduction for control and testing.
H tico-deductive reasoning tackles the problem
of undesired multiple explanations for an observation.
It extends the isolated application of deductive and
abductive reasoning. We have shown how the basic idea
bkehind the reasoning process is to formulate and decide
between alternative hypotheses. This is performed
through an interaction between the theory and the
acteal observations. A suitable proof procedure for the
implementation of hypothetico-deduction was
presented. We have suggested that this form of
reasoning might benefit for the use of a “guery-the-
user” facility. We have demonstrated how hypothetico-
deductive reasoning deals with one of the main
characteristics of common-sense reasoning, namely
incomplete information, through the use of partial
corroboration.  Finally we have shown how the
semantics of hypothetico-deduction can be extended o
deal with default theories, in particular temporal
theories such as the Event Calcules which include
default persistence through the use of negation-as-
failure. We have demonstrated how this extension can
be applied to deal with Kauz's “stolen car® lem,
and the “bloodless” counterpart o the Yale Shooting
Problem.
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