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Abstract

This paper gives an overview of Natural Language Pro-
cessing [NLP) by adepting the framework of logic pro-
gramming in ICOT. First, we introduce & grammar for-
malism called SFTB, a new grammar formalism which
has been evolved from the latest research work I col-
temporary Japanese, SFTH was designed and developed
following the cuteome of this research and incorporates
computational features. Two grammar studies are in
current use at the laboratory, One, Localized Unification
Grammar (L1G), is based on the phrase-base approach.
Another, Restricted Dependency Grammar (RDG). be-
lorgs to the family of dependency grammars. Computer-
based dictionaries should be thought of as knowledge
bases. We have built a dictionarv. in the form of LTG.
which is available for sentence processing. In addition Lo
the hand-built database, we have developed computer-
based dictionaries. Finally. a tool for developing gram-
mar rules which run on & computer has been introduced.
BHasic grammar rales, described in the LUG form. have
been made using the tool. The tool makes it possible to
extend basic grammar rules in order to create adequate
grammar rulés for user applications. We believe that this
set of tools is applicable Lo a well-integrated NLP system
as a whole. Headers who are interested in NLP systems
that are not described here should refer to [1).

1 Introduction

In this paper, we describe NLP research activities con-
ducted at ICOTs sixth laboratery. The overall goal
is to provide & set of power Lools that use NLP and
consist of (1) a framework of grammar structures
for a language (Japanese), {2) grammar formalisms
for writing grammar structures for computational use,
{3) non-trivial-sized grammar rules running on a com-
puter, (4) computer-based dictionaries that help build
dictionary entries and can be used in grammar rules,
(8] tools for analyvsiz sentemces, such as a syntactic
parser, morphological analyzer, gremmar writer's work-
bench, and 2 dictionary editor. The power tools contain
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the results of our research activities on NLP through the
underlying logic programming and may be thought of as
a well-integrated NLP system.

One of the major problems in the area of NLP is
an essential lack of cooperation by the power tools with
each other and subsequent shared data, fools and svs-
tema. Because of the wide variety of (1} grammar for-
malisms, (2} parsing mechanisms which are independent
developments and (3} forms in which dictionary entries
are written, most researchers develop parsing systems
individually. write several grammar rules and construct
dictionaries as they go. If the many tools for computa-
tional linguistics described above can be made available
in common. we will be able to make progress through
data sharing. To develop a weil-integrated NLP system,
we have conducted the following research.

A Grammar Formalism

First, we should clarify what we mean by senfence. To
do so we introdece a grammar formalism which provides
a criterion for defining a relationship between the mean-
ing of sentences and a sequence of words. The grammar
formalism described here is called SFTB. The underly-
ing framework draws inspiration from Japanese language
morphology [10] and from the latest research work on
contemporary Japanese such as Japanese Phrase Struc-
ture Grammar (JPSG)[3]. The framework is intended
for use in computational grammar.

Two Grammar Descriptive Frameworks

The next objective is te investigate a grammar de-
seriptive framework Lo hand-code grammar rules as lin-
guistic information supplied by means of SFTH. These
tules should be applicable to computer processing in the
framework of logic programming. There are two gram-
mar struciures in current wse at the laboratory., One,
Localized Unification Grammar (LUG), is based on the
phrase-base approach and aims at unification based for-
malisms. Ancther., Hestricted Dependency Grammar
{RDG), belongs to the family of dependency grammars
and processes sentences in a traditional way.



Dictionaries

We shall describe three kinds of dictionaries. Lexical
information used in a computer was required in an im
plementation of LUG's grammar. This is characterized
as the finite syntactic information of atiribute value pairs
and results in a hand-built dictionary. Although the
computer resident dictionary, consisting of about 7,000
entries, is hand-coded, the lexical database for morpho-
logical analysis created from existing computer-based re-
sources by a conversion program consials of 150,000 en-
tries. We have a dictionary where each entry has a large
amount of syntactic information and sense-related se-
mantic information. It may be thought of as a linguistic
knowledge base,

A Tool

Finally, we introduce & grammar rule development sys-
tem called LiNGUIST. LINGUIST consists of a bottom-
up parser (BUP-translator(8]) and debugging facilities
with a cooperative response coordinator for user inter-
faces. The system is being integrated into an environ-
meat of support tools for developing, testing, and de-
bugging grammar rules written in LUG. With this svs-
tem, we have developed the basic grammar. which has
800 grammar rules, for contemporary Japanese language
including morphological analysis rules.

For academic use, tapes are obtainable free from
ICOT. These tapes serve as the lingmistic tools men-
tioned above.

2 SFTB - A Grammar formal-
ism for the Japanese language

The aim of developing SFTB is to investigate linguistic
frameworks for computational processing of the Japanese
language. This framework is a necessary grammatical
basis for processing Japanese sentences by computer, A
grammatical basis for a language should provide & con-
crete and coherent framework for relating the linguistic
form and the content conveyed by sentence expression.
A computer must operate on the information structure
expressing the content of a sentence produced by the
framework.

In the SFTB framework, the syntactic structure de-
rived from the linguistic form is based on a compositional
line of sentence analysis, but not on a flat dependency
analysis, which is the traditional way of handling sen-
tence atructure, It is able to cope with the problems of
subject and object omission, ellipsis, interdependence on
context and so forth. It may also end structureless and
patternless Japanese language confusion caused by the
lack of a proper syntactic framework.

n

2.1 The SFTB grammar system

In our grammar syvstem. the central units will be that
of morphemes but not words, which are classified into
parts of speech generally. The grammar proposed in this
paper has morphemics as a part of its grammar system.
This is & grammar system which is rooted in [10] {see the
survey).

Morphemes come in several varieties. A basic umit
called goki stands for & concept where a certain relation
holds the state of affairs and the idea that the object
belongs in the real [cognitive) universe. Units of this
kind can be divided into two types. One of the free
forms, jiritsu-goki forms words by itself. We call one
of the bound forms kelugou-goki, since the unit must
combine with affix(s) in order o form words.

A unit called setsufi performs a grammatical func-
tion where states of affairs are linked with certain re-
lations. For example, verb endings are a type of mor-
pheme. This approach uses a neutral unt goki in rela-
tion to the grammatical behavior under syntax.

Example | shows a phrase structure produced
SFTB framework for the phrase *['resi sa no laiigen”
(“Expression of happiness” in English). In this case,
the word [Tresi-so (Happiness) iz derived from the
Uresi| Keiyou-goki) and the affix sa.

Naminal
Adnominal Mominal
Nominal joji  Taigen-goki
Taigen-goki no Taigen

{of} (expression)
Keiyou-goki  affix

[iresi £
{happv) [ness)

Figure 1: Example of phrase structure

" Note that, although the phrase structure is a con-
stituent structure representation from a structural point
of view, nodes including feature information are more
complex i.e. feature bundles instead of category name.
Semantic information is also added to the feature bun-
dles. To make this approach applicable to sentence anal-
ysis, all that needs to be done is to integrate morphology
and synlax into a comprehensive system,
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2.2 Basic patterns and sentence struc-
ture

The integration required reconsideration of not only the
relation between morphelogy and syntax but also the
general framework of the Japanese langoage, such as con-
jugation lists of verbs, word classification , basic sentence
patterns and so forth. In this section, we concentrate on
the grammar basis for swntactic analysis for Japanese
language applicable to computer processing.

First, we should clarify what we mean by a sen-
tence as a criterion. No sentence is uttersd or written
without the ﬁpeakar or wriler expressing their view on a
subject. This may suggest that we ought to extract not
only the contents of the senlence but also the intention of
the originator from the surface structure of the sentence.
Above all, the syntactic forms mapped to verl endings
are bo be closely related to the meaning of the sentence.

However, this is an ideal case where actual usage
depends on context and discourse. As you know, speech
is eften rambling. One may ask how the content and
intuition of graffiti can be extracted. Of course, the eri-
terion mentioned abeve has to be applied fo a limited
range of linguistic phenomena. While bearing the above
in mind, we offer the criteria and seek sentence structure
to map the surface string to an internal representation
that is used for NLP by computers.

We characterize the properties of sentence strue-

tures we have been investigating, as illustrated in Figure
2

Sentencs
[Contents]
[ Speaker ] I [Modal] ]
{ [Topid] } O

[Predicate] ]

[Agent) ]

Connections between
states of affairs

Subject
T
Location
Complement

Cumpl-.amcnt

Figure 2: The Sentence Structure

The basic patterns of Japanese sentences are pre-
sented in Table 1. The verk “suru”. to do, is taken up
as & model,

Several types of conjugation lists for verbs are avail-
able and the elements of verb endings will be tailored Lo
meet the sentence endings of basic patterns. The lists

Teble 1: Basic patterns

Pattern Sentence endings Intention
Indicative suru/sita Neutral
Presumptive | suredarou/sitadaroy | Presumptive
Veditional sigou/siladarou Volitional
Imperative giro/suruna Imperative

consist of sentence endings and phrase.endings appear-
ing in loosely dependent clauses. The derivation of the
conjugation lists illustrated in Table 2 are based on the
assumption that verb endings are proportional to the lin-
gmstic clues depending on the meaning that the sentence

I:UH'\-'L'}'S.
Table 2: Conjugation lists
T T Tists (SFTB) Tists 1
Form Twvpe Form Type
Hanasy | su Non-perfect indicative s 1
(To speak) | sita Perfect ag 2
sudaraon | Non-perfect presnmptive | s 3
sitadaron | Perfect presumptive su 4
aot Positive volitional au 5
sumai Negative volitional e 6
s Positive imporative se 7
auna Megative imperative
5t Connective form 1
site Connective form 2
seba Nomn-perfect conditional
sitam Perfect conditional
gitari Coordinate form

t School grammar : 1 : Mizen-kei, 2 : Mizan-kei, 3 < Renyou-kei, 4
: Shuues-kei, § : Rentar-kei, 6 : Katei-kei, 7 : Meirei-ked

Compare SFTBs conjugation lists with the gram-
mar lists of the school. The number of verb endings in
the school grammar lists is less than seven, in the SFTB's
lists, there are over a dozen. For each verb ending form,
however, a type name provides sentence patterns, a syn-
tactic function link to the meaning expressed by the sen-
tence, ’

3 Linguistic Knowledge Bases —
Grammar

The well understood way of processing Japanese lan-
guage is that you read the technical papers and un-
derstand the most important part of the framework.
Sinee linguistic knowledge about grammar and dictic-
naries is described in the natural language itself, there is
no straightforward means of applying linguistic knowl-
edge inveaﬁsal.ed h}r SFTE ta map und.erl}'i.ng deﬂr.‘.'d.p—




tions onto grammar rules that run on computers, The
weakness is in the representations of the programs un-
derlying the parser available for language processing on
computers. To solve the problem. we present two com
putational grammar descriptive frameworks for develop-
ing grammar rules built from the SFTB framework, For
computer systems with the parser developed in the logic
programming framework, these grammar structures give
the grammar writer a descriptive framework for writing
grammar rules to be used by a parser.

In this section, we describe two computational
grammar descriptive frameworks, one is LUG formalism,
the other is RDG formalism (RDG), used for writing
grammar rules that run on computers. The former is
based on the unification grammar that belongs to the
phrase structure base grammar. The formalism of the
latter takes its stand on the dependency structure gram-
mar,

Much has been done in writing grammar rules to
parse natural languages. These grammar rules generally
make use of an assumed grammar formalism.  Almost
no attempt, however, has been made to utilize differ-
ent ways that base their underlying formalisms on the
same grammar for processing a natural langeage. Thus.
although processing methods have been discussed thal
contrast parsing speeds, required memories and so forth.
we have not talked about the merits and the demerits
of these grammar structures, In order to ascertain what
kind of grammar formalism is appropriate for processing
Japanese language, different approaches must be applied
to the language.

The original goal of SFTHE was to provide a new
Japanese language grammar formalism for contempaorary
Japanese, As applicability to computational linguistics
look possible, we are now concentrating on writing gram-
mar rules in terms of LUG and RDG, in the framework
of SFTB.

3.1 A Phrase Based Approach - LUG

Definite Clause Grammar (DCG)[E] is one of the bridges
connecting NLP and logic programming. Mast of our
grammar research activities can be regarded as improve-
ments and extensions of DCG. A wide range of parsing
techniguea have been suggested based on DOG through
underlying context-fres grammar. Although the compu-
tational effectiveness of DOG is powerful enough to write
grammar rules that run directly on a computer. it can be
thought of as programming rather than the deseription
of the grammar of a language. [t may be said that DUG
is less expressive than other granmunar formalisms in 1he
sense of mathematical measures, If the process of devel-
oping grammar rules is tied to the description of G
it will be difficult to develop large grammar structures
manual by using the DCG description. To overcome this
problem, we have designed LUG to be accessible to gram-
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mar writers with little computer experience. Thus, LUG
is & grammar specification langnage designed [or users 1o
develop non-trivial grammar expressed in the DG

The basic data of LUG is a feature svntax. Cal-
egories are expressed as leature sels. Since the feature
sets are represented as Prolog lists. the grammar is writ-
ten in DC'C formalisims. allowing vsers to make use of
the BUP[8]. BUP-XG[12]. SAX[Y] translators being de
veloped i the framework of logic programming. As a
sample LU'G. we present. in Figure 3. an informal repre-
sentation of the phrase “{resi so ne fodgen |

" Morph fazgen
Category  Taigen
Marker o
Morph e
Catepory  Taigen
dtype Ma.t"reki‘: £ &
Sem nominalizel ¥
| Sem oftypel X nominalize( ¥7)

Figure 3: LUG for the phrase

The form produced by LUG can be described as
a complex constituent that is the result of composi-
tionel and funetional q}p]ication. The functionsl appli-
cation 15 used to limit compositional ambiguities caused
by unification-oriented structural description. The con-
textual information ol koowledge bases is dealing with
the waorld or pragmatic knowledge about words, for ex-
ample can be re-unified later. Thus. complete resolu-
tion of constituent structures depends on semantic-based
and pragmatic-based accounts of subseguent informa-
tion. With this formalism. the Japanese language gram-
mar is written independently of the task of the applica-
tion domain.

4.1.1 The Basic Grammars

The LUG formalism has been used to build grammar
structures for basie coverage of contemporary Japanese.
As of now. grammar sivactures of 200 grammar rules
are usable and are under development for the purpose of
increasing coverage.

Remember, howsver, that the readability of gram-
mar structures s sacrificed when its rules are extended.
It is often difficult to keep a large number of granunar
rules under control. Even a small loss of attention caus-
ing mconsistent grammar can cause ambignilies Lo in-
crease and analvsis to hecome nseless. Ao noportant
charvacteristic of the basic grammmar structure is that it s
orderiy divided o 12 groups to the following standards:

iy Difficulty in analyzing sentences
According 1o Figure 2. a4 complete aualyvsis of sen-
tences comnes from suceess in understanding the syn-
tactic elements in the structure when in the parsing
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process.  This is directly and indirectly related to
the basic sentence patierns and the sequence Lhat
words appear in sentences. The fewer syntactic el-
ements omitted, the easier it 15 to parse its struc-
ture. The greater the difference between the syn
tactic elements and their corresponding morphemes,
the more it costs to analyze a sentence correct]y and
to grasp its meaning.

Grammar structures can be loosely divided into
three levels: elementary, intermediate and advanced lev-
els. We list here some samples of the kinds of grammar
structure levels, but are limited to the following,

Elementary level

decision|declaratives), supposition. cofjectural
formideclaratives), command{imperative), aspect oper-
ators, negation, polite form, complements, mood anxil-
IATIEs.

Intermediate level

passives, causatives. modal adverbs, spacio-temporal ad-
verhs, topicalized phrases, relatives.

Advanced level

conditional phrases, causel phrases, some connectives.
conjunctions and disjunctions of nominal phrases.

3.2 A Dependency Based Approach -
RDG

Japanese word order is said to be free. Thus, depen-
dency grammar that only focuses on the relation be-
tween two arbitrary constituents as a svotactic structure
in a sentence has been well studied. Many NLP systems
for the Japaness language have adopted the dependency
paradigm as an approach for syniactic analysis.
Hewever, the problem of the dependency structure
(it is not & tree but a connected graph structure) which
is used in these NLF systems is that useless solutions are
generated, which bring about a combinatorial explosion.
This is because whether one constituent of a sentenece
modifies another constitvent concerns only the localized
information betwesn the two constituents, such as the se-
lectional restriction between a verb and its complements.
In this section, we propose a dependency grammar
formalism for the Japanese language called Restricted
[ependency Grammar {RDG). A characteristic of RDG
is {1) The interpretation of whether one constituent
medifies the other or not depends on global informea-
tion based on the word order of a sentence. So we can
suppress the generation of useless solutions. (2) Every
constituent of a sentence except the last should modify
at least one constituent on its right. So. some linguistic

phenomena, themes or ellipses can be treated easily in
our approach.

RN 3= currently implemented in the SICStus pro-
log, and is being evaluated by using 2 Japanese newspa-
per editorial, with specially attention given to the num-
ber of solutions.

In the following subsections, we introduce an out-
line of RDG formalism, concentrating on the constraim
hased on the word order of a sentence.

3.2.1 Modifiability rank

A sentence consists of many constituents, We call these
phrases. Every phrase of a sentence has two syntactic
contrastive aspects. that is, one phrase modifies the other
and one phrase is modified by the other. We call these
aspects the modifier (henceforth Mer) and the modifi-
cand [Mcand). When the Mer of one phrase and the
Mcand of another phrase matech, we can connect the two
phrases by an arc. In RDO formalism, every phrase and
arc have a modifiability rank value.

The phrase rank is a elassification of a phrase based
on the pumber of Mer and Meand phrases. For example,
a manner adverb such as “vukkuri” {slowly) can modify
verbs such as “yomi-nagara” (reading a book), “yome-
ba" {if you are reading}, “yomu-node” [as you read},
and “yonda-keredo™ {though you read). On the other
hand, of all these verbs, a modal adverb, such as “tabun®
{ probably ). can only modify “yonda-keredo™ (though you
read). This means that the number of Mer “yulkuri
{slowly) iz more than that of “tabun® {probably). In
a similar way, if a phrase can be modified more than
another phrase, the number of Mcand phrases is more
than that of the other phrase.

The phrase vank congists of 7 Mer and 7 Mecand
renks. Everv phrase has a Mer and Mcand rank. The
classification of phrases based on these ranks is given in
Table 3.

Table 3: Classification of phrases based on rank

Mer || phrase example Mcand || phrase example
&y || deictic pronoun Ag delctic proncin
ag || manner adverh An manner adverb
ag || moun Ag noun
ay || continuous verb Ay continuous verk
b || condition verb. temporal adverb B condition verh
¢ cansal verb C causal verb
d || contrastive verb, modal adverb D contrastive verb

Conditions between phrase ranks are formulated as in
(1], and {2}.

mg =ag=ag=-h>exd (1)
A2 <Az <83 <B<C<D [




(1} shows the Mer rank. (2) shows the Meand rank.
For example, when a manner adverb “vukkuri”™ {slowly)
iz classified as ag, and a modal adverb “tabun™ {proba-
bly) is classified as d from Table 3 Mer Rank. we found
that the number of Mer “vukkuri” [slowly) is more than
“tabun” {probably) from formula (1).

The are rank 15 a classification of an arc based on
the phrase’s modifiability rank. It is incorporated in the
word order of & sentence. We assume that a sentence
consists of three phrases, F, Fj. and Py (i < j < k). We
can gel the dependency structures (Fig 4 {a). and (b))
from this sequence. The arc l:uet.'-'.reen F; and P, is shown
as PP
_F‘ Py, In Fig 4 {b), we call PPJ.. the inside arc of P Pr.

In Fig 4 (a), we r,al] PP an adjacent = of

() (b}

X
F,_ Bh |_;-T
s

[ 1
(2] (5] F [=]
Figure 4: Dependency stracture

{1] [Kare-ga] yobu-to heya kara dete-kita.
When he called ¢, @ weni out of the room.

(1) Yobu-to [kare-ga] heye-kara dete-kita
When ¢ colled him. he went oul of the roont.

{1)¢ shows a (1) [kare-ga (he)] ([wobu-to {when
called)] conversion. We found that the meaning of (1]
is different. from that of (14, When we read sentence
(1), we pause on the phrase “"yobu-to” (when called).
That iz, the temporal particle to” has & function that
temporarily disconnects the sentence. So it is hard to say
that “kare-ga” (he), which exists before “vobu-to”™ {when
called), is able to modify “dete-kita” {went out of ) across
a phrase “yobu-to” {when called). This means that there
exists & word order constraint between the phrase “kare-
ga" (he} and “yobu-to” (when called). Thus, we can get
one of the solutions shown in Fig 4 (a). In (1}, “kare-ga”
{he) equals P, “yobu-to” {when called) equals P,. and
“dete-kita” {went out of) equals P

The rank of an arc incorporates these phenomena
{the word order of a sentence). The rank of an are con-
sists of four levels, corresponding to a phrase’s function.
that temporarily disconnect the sentence. These four
levels are represented by a. b, e, and d. These values
depend on the values of the Mer and the Meand rank
shown in Table 3. Rank of phrase F. F;. and an arc

—
F.P, are shown in Table 4.

In Table 4, the Mer rank of 5 is on the left and the
Mcand renk of phrase P; is on the top. The colunn

shows the rank of an arc PP A blank column indicates
that there is no arc between these two phrases. ondi-
tions between the rank of two arc’s is formulated in (3).

Table 4: Rank of P,. P; and P,F,

A A [Ag[A4[B]C[D
aj a B

Lag alalalalala
g @ a al|lal|a
By a alal|a
b ] b|lh|b
© ] el e
d | d

In (3). for example. when a = b we say that b is lower
than a.

a~b=e=d i3)

Mow we show the constraints of word order using
the rank of an arc. When the dependency structure is as
in Figure 4 {a). the rank hetween the two arcs should be
satisfied by formula (4). When the dependency structure
is as in Figure 4 (b). the rank between the two ares should
be satisfied by formula (5).

Rank of P.P, » Rank of PP, (4)
—_— o
Rank of PP = Rank of F . F, (3}

3.2.2 The RDG formalisim

In RDG formalism. there are two different kinds ol cou-
stramt. One is how to make an arc which conuects a pair
of phrases.
These constraints are described as follows.

The other is whether we can make an are.

Structural constraints

1. Absolute dependency
Every ph1'mi.e of & sentence excesl the last shauld
modilyv at least one phrase on s right. 1 & plrase
modifies a |1|.'|.]'HHF on ils 1"zghl'.. we can connecl Flhem
with an arc. The last phrase modifies no other
phrase.

2, Crossing
Mo two arcs should cross each other,

Linguistic constraints

1. Constraiuts for plrases
When Foand P, osausly Table L owe can ger the
dependency relation between P oand £ Lis colanm
value is the rank value of anare.

4 Uonstraims lor anes _—
When £ mdilies 2000 the rank of P should e
lower tha the rak of s adjacent ave, (i) the rank
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—
of FiP; should be lower than the rank of its inside
arc.

4 Linguistic Knowledge Bases —
Dictionaries

Terms used to refer to these dictionaries are (1) com-
puter resident dictionary to be used in svatactic process-
ing by the parser, {2) computer-based dictionary being
applicable to applications such as morphological anal.
yais, and {3) machine-tractable dictionary contaiming
lexical information to be interpreted by human readers.
i.e. a database used in & data base management system.

The lexical data of these computerized dictionaries
includes the following information in (3} caly: a list of
possible words in a given language (in our research. that
language was Japanese|, a list of base words and thejr
inflected and derived forms. A clagsification of semantic
information such as word senses,

For dictionary (1), since the lexical data is not nec-
essarly stored in one place, svntactic information aboui
category and the subcategorization behavior of words
will appear in grammar rules implicitly.

4.1 Dictionary available in LUG

The dictionary was built by analyzing data from & stan-
dard elementary school text. The computer resident die-
tionary consists of 7,000 entries for each entrv in LUG
form. Work on the application of the dictionary to the
grammar stricture has focused on the development of
grammar structures written in LUG, Henee, the dictio-
nary relies on our hand-built database and tends 1o be
rather limited n size.

4.2 Dictionary used for Applications

Taking limitations into account. we have developed a
program which provides a way of constructing lexical
databases throuwgh the available machine-readable dic-
tionaries, The lexical database. consisting of 150.000 en-
tries, was created from existing machine-readable dictio-
naries by wsing the program. We intend to provide the
dietionary as a resource for morphological analysis.

4.3 Dictionary available in DB

A compact but high-capacity computer resident dictio-
nary was extracted from machine-readable dictionaries
supplied by IPA [4, 5] by & specialized program. The die-
tienary can be thought as a linguistic knowledge base and
can assist in constructing a restricted specifie-domain
dictionary for used in NLP. by providing semantic in-
formation to the analysis. At present. we utilize the dic-
tionary by using a data base management system.

5 Tools for NLP

We have formalized the SFTB grammar formalism for
the Japanese langnage and grammar rules running on
computers are realized in the framework of logic pro-
gramming using LUG and RDG to demonstrate the de-
scriptive power of their grammar formalisms. On the
other hand. we have developed NLP systems for do-
ing eomputational linguistics with logic programming
techniques. such as a dictionary management system, a
grammar writer's workbench. a debugging svstem built
arcund a parser and so forth. In the following section,
we introduce a grammar rules development system.

5.1 LINGUIST

LINGUIST 35 a NLP svstem with three purposes:

[l} '.rcrif:.'j:ig the more detailed nature of the framework
of a natural language {Japanese) in a strict enough
sense to take an objective view;

(2) developing move useful grammat structures that can
be used widely in the domains where the natural
language interface to an information vetrieval com
ponent is used as an intelligent svstem device: and

{3) having a teol lor processing Japanese language and
thoroughly trying our grammaear ideas.

In the sense of (1), LINGUIST is a grammar de-
velopment system designed to assist the development of
grammar rules expressed in the DOG foemalism. LUG.
menticned in Section 3.1 is currently implemented in the
LiwGuisT. and has been doing well as a development
and verification tool in the research of Japanese grammar
with respect to computaticnal linguistics. The primary
goal in designing the LINGUIST was to efficiently develop
grammar rules by computer using logic programming.
Thus. the system described with respect to (1} functions
as a grammat writer’s workbench for NLP.

Onee produced. the grammar rules are included in
the NLP unit that makes up one part of the user in-
terface of a sverem. such as an expert svstem, and the
Lranslator oF a machine I.ranalatj.q;n system. Then Lhe
Erammar f'l.'I.II."'E e Mljllﬂl{!fj Lo & parair.lila:r I'.rl.ll'].}l:llﬁl" {Ui’
which the parser applving the grammar to sentence anal-
weis must be able to produce the structure needed by the
application domain. Modification of the grammar rules
increases with greater application speciality,. When this
happens. it becomes unclear what the basic gramimar
rules are,

In order to aveid this problem, LiNguisT has been
enhanced with a powerful editing facility that makes
it easyv to support modification of the grammar rules
needed for adjustment to an application demain. With
this improvement. the LINGUIST provides users with the



basic grammar rules being developed at ICOT. The ap-
plication of the basic grammar rules within the LINGUIST
simplifies many of the modifications dealt with by the
application system builders, as mentioned in {2).

In (3), the system being developed in the frame-
work of logic programming will enable the investigation
and processing of various linguistic phenomena in the
approach of parsing a natural language (Japanese) by
computer.

5.1.1 The Machinery of the LINGUIST

This system initially implemented on PSI-IT! under ESP?
is now available on a SPARCstation under CESP?.

The LINGUIST is organized into three major mod-
ules, ag illustrated in Figure 5:

Generatar

Level 1 ]

—

LINGUIST
Gramimars
H [Parser]
rl:.._ ) D!buuj
Corpus | W ——
Dictionaries i

Also provided is the basic grammar structures of Level 1~Level 12

Figure 5 The Systemn Configuration

() Generator includes the BUP translator that trans-
lates Grammar rules written in DCG into ESP
{CESP) code. The user may manually selecl opera-
tions to consult with. save or load a parser program.

) Accessor allows the user to access the parser that is
ready to parse and provides inspectors Lo display the
results of parsing. Each inspector provides an iconic
menu of operations. Grammar struetures can he
tested interactively and the results saved on systemn
holders for inspect and on files for future reference.

| Parsonal Sequential Inference Machine developed at [COT.

*Extended Self-contained Prolog developed ac ICOT,

¥ommon ESP based on ESP developed at Al Language lusti-
tute Carp.
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{3 Debugger provides a debugging tool for visualizing
each invocation during parsing as mouse-sensitive
operations. A tracing facility that follows the
progress left by the parser is built inte the module.

Together these provide a menu-based interface that
makes communication with the LINGUIST easy.

5.2 Other applications of the system

As of autumn 1991, the LINGUIST consists of the sollware
itself. a set ol grammar rules and a set of dictionaries
used by it. The Limcrist allows an advanced nser to
extend and modify the basic grammar rules for a specific
usage. On the other hand. for inexperienced users the
svatem with its debugeing facilities allows the process
to be mentioned and helps comprehension of how the
grammer rules are applied,

6 Final Remarks

In this paper. we presemed an overview of the achieve-
ments of our lengthy study in the 1COT project: (1} A
framework of Japanese grammar called SFTB. (2} Twe
grammar formalisms. LU'G and RDG. both based on
logic programming. (3} Dictionaries thought of as lin-
guistic databases. (1} A grammar rule development svs-
tem. LINGUIST.

In peint (1}. our framework of Japanese granunar
has the sentence level and structural aspects of Japanese
sentence construction. It also. covers the basic linguis-
tic phenomena of contemporary Japanese and these phe-
pomena are svstematicaliy ordered in accordance with
the standards. as wentioned 10 Section 51,1,

Section 3 of the paper vutlined two granmar for
malisms, LUG i a unification-based grammar lormal-
igm whose svutactic votation is DCG and is a kind of
context-free structure granumar. AL presenl. granuuoar
rules written in LUG formalism on the basis of 5FTH
are under evaluation by using elementary schoul texts,
On the other hand. RDG is the based on dependency
grammar formalism with a mechanism producing the
connected graph structures of sentences. We are cur-
rently testing its descriptive power by using Japanese
newspaper editorials,

In Sectivn 1. we described several kinds of dictio-
naries thought of as linguistic databases. First. the dic-
tionary consists of about 7.000 entries and is used for
analvsis as part of the LUG grammar structure. Each
entry has the detailed information peeded io perform
morphological analysis and syntactic parsing. Second,
the TRIE structure dictionary has a huge number of die-
tiomary entries built for use m morphological analvsis,
The dictionary consists of about 1500 entries.

In Section 3. a tool for the grammar rules devel-
opment svstem called LINGUIST was introdueed. With
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LiwcuisT we developed basic grammar structures with
800 grammar rules written in LUG formalism. Thus.
LINGUIST provides not only an environment for the de-
velopment of grammar rules but also &n environment for
modifving grammar rules that will be utilized in various
MLF application systems.

The LINGUIST soltware and the basic grammar
rules mentioned above are available to the general pub-
lic. The dictionaries are also fresing available. We hope
these are extensively utilized in various NLP svereme,

Availability

Academic users of LINGUIST can obtain free a magnetic tape
of the CESP code of the LINGUIST system. The basic gram-
mar riles for the Japanese language in LUG is available as
an appendix to the LINGUIST system. The sofiware can he
ordered from MrYukio Shigihara, Deputy Chief Research
Planning Section, Research Planning Department Research
Center, 100T.
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