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ABSTRACT

This paper describes a knowledge
representation scheme for knowledge about the
contents of data (for example, "text"”) and
abstracted information of data. In the proposed
scheme, the contents of data are initially
represented by a kind of semantic network in
which the case frame structure of the data is
expressed explicitly, and abstracted information of
the data which is extracted from the semantic
network is also represented in the form of a
semantic network. By step-by-step abstraction,
abstractive layers of knowledge about the data are
formed, the components of which are eventually
linked with corresponding data. The objective of
the proposed scheme is to offer a general view of
the contents of the data stored in an information
retrieval system. In an interactive environment,
it allows users to move as they wish from the
general to the particular as well as to change the
viewpoint of retrieval. Stored knowledge about
the data serves as a phrase index for retrieval
which is more desirable than a single keyword
index as far as precision of retrieval is concerned.
Since items of abstracted information which are
common among the information of lower layers
can be related to each other, some identification
based on the relation makes it possible to locate
information similar to the specified data.

1 INTRODUCTION

The need for intelligent information retrieval
systems is widely recognized [Teskey 1987],
[Sakamoto 1987] and [Rau 1987].

Using a keyword index is a simple and
traditional way of retrieving the items which meet

®{yrrent address: above-mentioned T

the specified requirement from a large-secale
document database. The full text search method
has become praetical through the recent growth of
efficient hardware. In retrieval with a keyword
index, keywords to represent the contents of the
primary information are attached and stored as
secondary information. In retrieval, only the
gsecondary information is searched and
corresponding items of the primary information
are located. In full text search, there is no
secondary information about the contents of the
primary text information like keywords. In
retrieval, the primary text information is searched
for matching patterns directly and the items
containing such patterns are located.

In both these methods, retrieval conditions are
usnally specified by Boolean expressions which
consist of keywords or matching patterns and
logical connectives. When users want to gpecify
gemantic relations of keywords as guery
conditions, they cannot describe their intended
retrieval conditions precisely because no
relationships among the keywords other than
logical connection can be described in such an
expression. If semantic relations of keywords are
expressed in users’ retrieval requests as in a
natural language query, secondary information
such as simple keywords attached to the primary
information is not expressive enough to answer
the requests. Furthermore, the degree of retrieval
intended by users is so widely diversified that
more sophisticated secondary information is
necessary for information retrieval systems to
fulfil the users’ retrieval requests.

Qur approach to these problems is to build a
system using a knowledge base to store guch
sophisticated secondary information about the



contents of data as knowledge in some levels of
abstraction. The knowledge representation
ascheme is a crucial point in building such a
system. Many knowledge representation schemes
have been proposed, for example, frames [Bobrow
1977] and semantic networks [Janas 1979].
Semantic networks lack representations of the
relationships between the contents represented by
nodes and semantic relation among them and the
simplified contents, Inheritance, which is the
main feature of frame systems, does not operate
effectively on ahstraction structures of individual
data. We propose a knowledge representation
scheme with abstractive layers which include
high-level secondary information consisting of (1)
extracted conceptual information which reflects
the literal meaning of the primary information
and (2) ahstracted conceptual information which is
taken from underlying conceptual information.
These two types of information will be closely
related and structured so that they can be
combined.

Primary information which is expressible in
natural language is in the scope of the present
article. In the following, it is assumed that
primary information is given in the form of texts.

Section 2 of this paper presents the proposed
structure of a knowledge base for information
retrieval, Section 3 presents a knowledge
description of the knowledge base. Section 4
describes how to construct knowledge in a layered
structure, Section 5 presents some illustrations of
retrieval using the knowledge base.

2 LAYERED STRUCTURE OF THE
KNOWLEDGE BASE

We focus on the ability to answer widely
diversified degrees of retrieval requests which is
one of the requirements for intelligent information
retrieval syatems, it means (1) offering
information in various levels according to the
degree of retrieval intended by a user, (2) offering
information aceording to changes of the degrees,
from the general to the particular, and viee versa,
and (3) offering information according to changes
of the users’ viewpoints. We propose an
architecture of the knowledge base, which
describes the contents of primary information in
many levels corresponding to the degrees of users'
retrieval requests to fulfil the requirement.
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Figure 1 shows an architecture for storing and
retrieving knowledge. This architecture has seven
elements; the abstraction function (h in fig. 1},
which is not in the general retrieval model [Kondo
1987]; and the other six elements in the general
retrieval model, namely, individual objects to be
stored (p in fig. 1), a function for storing individual
objects (g in fig. 1), the set of stored objects (M in
fig. 1), queries for the set of stored objects (Q in fig.
1), a funetion for retrieving objects from the set of
stored objects in accordance with queries (f in fig.
1), and the retrieval results of queries (A in fig. 1).
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Fig.1 An architecture for storing and
retrieving knowledge
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Fig. 2 Layered structure of the knowledge base
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The relationship among these elements ean be
expressed as follows:

M={ml m=gp, Jor
m:= g(h(f(M, Uf}, Uh), Ug)} (1)

A=(M,Q) (2)

where Uf, Uh and Ug stand for the interaction of
users, if any, on applying functions f, h and g.
Equation (1) shows that the set of stored objects,
M, is a set of individual objects, p, and objects
which are extracted by the abstraction function, h,
and the retrieval function, f, and stored by the
storage function, g. Equation (2) shows that the
retrieval results of query, A, are the consequence
of retrieval function, f, operating on the set of
stored objects, M, and the contents of query, §.

Figure 2 shows the basic structure of

knowledge in the proposed knowledge

representation scheme with abstractive layers. In
figure 2, (1) indicates original data items (texts)
which are primary information, and (2), (3) and (4}
indicate abstractive layers containing structured
knowledge which we call high-level secondary
information about the contents of primary
information. An acceptable viewpoint (for
example, a technical viewpoint of a specific field of
gtored information) provides the basis of
abstraction. Each step of abstraction from a layer
generafes structured knowledge in the next layer.
Since the contents of primary informaiion can
generally be expressed in various degrees of
abstraction, structured knowledge will form many
layersin the knowledge base.

Stroctured knowledge in the first layer, which
iz the lowest level of the abstractive layers,
consigts of extracted conceptual information.
Extracted conceptual information is a
fragmentary item of knowledge which presents
the literal meaning of corresponding text
information. Struetured knowledge in higher
layers consists of abstracted conceptual
information. Abstracted conceptual information is
knowledge which combines knowledge in the
lower layers, and is eventually linked to the
corresponding text information via lower layers.

As a representation of structured knowledge in
an abstractive layer, the proposed scheme uses a
kind of semantic network which explicitly
expreszes the case frame structures of sentences in
text information. The reason is that relationships

among words or concepts derived from the case
frame structures play an important part in
representing the contents of text information and
the retrieval process, and the commonality of
these relationships shows a possible semantic
similarity,

The relationship between structured
knowledge in different layers is knowledge about
abstraction operation, and represents abstraction
function mapping from a lower layer onto a higher

layer.

From the basie considerations described above,
we have developed a description of structured
knowledge, including construction of abstractive
layers and utilization of structured knowledge in
abstractive layers for the retrieval process,

3 DESCRIPTION OF STRUCTURED
KNOWLEDGE

Although our eurrent interest is not in natural
language processing itself, we designed simple
notations of structured knowledge that represent
the contents of text information and abstracted
information of texts as bases of a knowledge base
for information retrieval systems. This section
describes two sorts of knowledge notation,
symbolic and graphical, which are commeon to all
the levels of abstractive layers,

Graphical notation of structured knowledge is
not only used as an intermediate form when
describing structured knowledge in symbolie
notation in order to input to the system, but is also
used for showing structured knowledge in the
knowledge base when composing structured
knowledge in higher layers in reference to existing
knowledge.

For these purpose, the notation should possess
comprehensibility {the contents of the text
information must be easily understood from it),
congtructibility (representation of the text
information by the notation must be simple), and
formalized represe.lit.atiun (potential for this
transformation must be automatie in future), For
the reason given in the previous section, we use a
graphical notation of networks in which
relationships among words: or concepts are
instinctively comprehensive.



In the lowest abstractive layers, nodes (simple
nodes) of the network designate words in the text
and ares of the network present a case relationship
among those nodes. Certain groups of nodes often
behave as single nodes. In such a case, the
structure of the group is called a composite node,
in contrast to a simple node. The relationships
between structured knowledge are represented by
arcs which connect couples of the nodes in both
items of structured knowledge.

" In graphical notation of stractured knowledge -

(see figure 3}, labelled ovals in the diagram
represent nodes designating verbs which have
ease frame structures, labelled boxes in the
diagram represent nodes designating the item
filling the case slots in the case frame, and lines
labelled with case names in the diagram represent
the case relationships between the verbs and items
filling the case slots. Composite nodes are shown

rpes0iime e [
$: 0
[ucita, "Proleg’ :[5n, & TOOL']s "mopert systos”: §0MJOCT']= 4L,
[ncceanidle, *SOL e[y, $°TOOL" ), databape: §7ORIGST']= &I,
(B, B S eapert syates’ tand, 82 Sfdokabaeal= 03,
[ismteract, B3: §'AGENT" ]

Fig.3 Ezample of structured knowledge
description

Cage labels are capitalized in the notation,
This figure describes the phrase, "An expert
system written in Prolog and a database
acressible by SQL interact”.
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by bozes enclosing the constituent nodes and arcs.
An entry node of & composite node iz a node
corresponding to the noun eventually modified by
other constituent nodes of the composite node or a
node corresponding to a verb when the composite
node represents a noun clause, When a case slot is
filled with a composite node, the entry node of the
composite node is indicated by a double line from a
box representing the composite node,

Figure 3 shows an example of a graphical
description of structured knowledge in the first
layer. This structured knowledge represents the.
phrase, "An expert system written in Prolog and
database accessible by SQL interact”. In the
part "An expert system written in Prolog”, the
node "write” has a case frame, the node "expert
system"” fills the case slot "OBJECT", and the node
"Prolog” fills the case slot "TOOL" in the case
frame, In the part "database accessible by SQL",
the node "accessible™ has a case frame, the
node "database” fills the case slot "OBJECT", and
the node "SQL" fills the case slot "TOOL" in the
case frame. These two parts form composite nodes,
whose entry nodes are "expert system”
and "database”, respectively. These two
composite nodes are joined by the node "&” to form
a composite node, which fills the case
slot "AGENT" in the case frame of the
node "interact”.

A symbolic notation which is readable as a part
of ESP (Extended Self-contained Prolog
[Chikayama 1984]) programs gives a formal
description of structured knowledge described in
graphical notation. The BNF syntax of the
symbolie notation is shown in fipure 4. In the
fipure, elements in quotation marks are terminal
symbols and elements enclosed by angle brackets
< = gre non-terminal symbols. Square brackets
[ ]are used to indicate optional constructs.

A <text>, which is an item of structured
knowledge corresponding to an abstract consisting
of some sentences, consists of a
<text jdentifier>, designating an abstract and
a <net list>, reprosenting the contents of the
abstract. A <mnet_list> is a set of <net>s
corresponding to individual sentences. Each
<net> consisis of a <net_ identifier>=,
designating a sentence in an abstract, and
<net contents>, representing the contents of
the sentence. A <net_ contents> is a set of
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{Eoxtd rie= "3 Chaxt_ideatifierd V1™ [ dmet_list» V17 UM
Ctext_identifiery 115® {nuoted_atom}
<mot_listd fi== <netd | {net> U, {net_lisk>
dnat? 1i== {mat_idemtifier """ {net_contantsd
{nat_idontifiecd ii=s "§" {integer?
fnat_contentsd fiew Y[ {net_contents_listd "17
nak_contents_listy 1i== {not_contents_atosd ;Y |
{met_contents_atea? “i™ {nat_contents_list?
{nak_contents_atend fis= "[" {predicated ®," {emapsd V1T
[ =" {atom_identifiar> ]
‘otom_ldentifierd ii== 8" {integer?
{predicaked 5= dpredicate_atemd [ “i" {predicate_attributesd J
Cprodicate_atear 1159 “§¥ (predicats_index> |
Tt | "B® | <predicate_stringX
{prodicate_attributes® :!== {predicate_attribube_atcal |
“[* (prudicate_stteibuts_listy "17
fpredicate_stiribute_atom? ;i== {ESP_tersh
{pradieata_attreibute_biath ii== {predicate_attribute_atom? |
{predicate_attribote_atee> "™ {predicate_attribute_list>
{casesd $1m@ {cased | doased V" {casesd
{capad ii== {term_labely [ ™' {rolesd ]
{ters_labeld i3== [ <redoronco_tert_ldentifierr /"
[ <reference_net_identifisr_listd */™ ] <aton_ideatifiecd */™ 1 1
$torm_string?
{refarsnce_net_identifisr_listd 13== {referesce_net_identifierd |
{referance_net_identifier} */™ <rederence_net identifier listl
Lrolesd 1i== {role_atoed | “[™ <role_listd "J"
Crole_atesr 11== 4" <role_lndaxd |
frole_stoingl
<role_list? 11== <rolo_aton¥ | ¢rols_stow> "% <role_list}
{raference_text_identifierd 1i== “2" {temt_idantifierX
{referenca_not_identifiery 1i== {net_identifier>
<role_indond ti== * JEENTY | "OBJECT* | “TOOL® | ...
dprodicats_lndexd i== “squivalent | "is_a" | ...
{predicate_stringy i== {stringd
irole_stringd ii== {stringd
Ctarm_string> ii== {gtringd
datad 33== “data(™ <test_identifierd "% "7 ([" <net_Listy "1}" 1T T

Fig. 4 Syntax for structured knowledge
description

<net__contents__atom>s describing composite
nodes which constitute a sentence.

A <net_ contents_ atom> describing a
composite node consists of a <predicate >, which
has a case frame, and a <cases> which is a set of
<case>s (case slots). When a composite node is
referred to in order to fill the case slot of the case
frame in another <mnet contents_atom>, an
<atom__identifier> is given to the referred
<net_ contents_ atom>. Identifiers are
arranged so that every composite node can be
uniguely identified by the combination of its
<text_identifier>, <net_ identifier> and

<atom__identifier>. A <predicate>
corresponding to a verb which has a ease frame
consists of a <predicate_ atom> which
represents the meaning of the <predicate™>,and a
<predicate__attribute >, representing some other
information (tense, modality, ete.), which this
paper does not deal with, A <predicate_atom>
is a <predicate_ string> which is a verb in the
phrase, a <predicate__index> which represents
an eqguivalence or subsumption relationship
between composite nodes, a symbol "&"” which
joins composite nodes to fill a ease slot, or a symbol
™" which forms a composite node in the absence of
a verb, A <case>> consists of a <term_ label>
which shows the item that fills the ease slot and a
<_roles> which represents the case relationship,
A <term_ label> is a <term_ string> which is
a word in the sentence if the item that fills the case
slot Is a simple node, otherwise it is a
<term_ string> gqualified - by a
<text__identifier>, a <net_ identifier> and an
<atom__identifier>. A <roles> is a
=role_ atom> or a set of <role__atom>s. A
<role__atom> iz a <role_index> which
designates the name of the case relationship or a
preposition in the sentence.

An example of structured knowledge in
symbolic notation is shown in figure 3, which
corresponds to the example of graphical notation.

Each item of structured knowledge is described
in the form of <data> in figure 4 to be embedded
in an ESP program by restraining the macro
expander. In addition, the following operator
definitions aie necessary:

add__operator((@), fx, 40).
add__operator(($), fx, 50).
remove__operator((*)).
remove__operator((/)).
add__operator({/), xly, 95).

We have examined the notations deseribed
above by using them to represent more than 100
abstracts of technical documents written in
Japanese. It is proved that the practical meanings
of abstracts are not changed.

4 CONSTRUCTING ABSTRACTIVE
LAYERS

Abstracted conceptual information, which is
one of the two types of structured knowledge



stored in the knowledge base as secondary
information, is obtained by abstraction of the
structured knowledge in the lower abstractive
layers, and constitutes the higher abstractive
layer. Figure 5 shows an example of stored
knowledge in the proposed knowledge
representation scheme with abstractive layers.

Abstraction is a set of operations on a network
structure of knowledge, consisting of the following
three steps (see figure 6):

(1) extraction, the step in which, according to

{1} Stored Lost imfersakien
(Lpical hoywards in teaditional systess are onderilned}
T: »e-gasort swatem A ia weittes in Prelen. ---
T8 »--gipork sk B uses nowledes writtes in Prolag. soe
T =copmpprk gvgton C is weities ln LIGP, -
T4 ---pakural Laesono snderntanding sestom [ 3e written in_LISP. ---

(%} Structured knovledge

Fig.6 Transformations and bidirectional
relationship between structured knowledge
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certain viewpoints, items of structured knowledge
are retrieved from a lower layer as the objects on
which a single step of continual abstraction
operation is performed, )
(2) abstraction, the step in which retrieved items
are contracted in some different ways depending
on the viewpoints, and

(3] integration, the step in which contracted items
are stored in the higher layer and bidirectional
relationships are established to arrange the items
so that they are accesaible from both layers.

In the extraction step, items of structured
knowledge which have similar structures are
collected together. Items of structured knowledge
have a similar structure if there are (1) a
< predicate_ atom> which is common to each
item and (2) a set of case slot fillers which is a non-
empty subset of the set of case slot fillers of the
items, In this matching process, two fillers of the
case slots in different case frames are identified if
they are related by equivalence or subsumption, or
if they are already connected to a ceriain
composite node in the higher layer. A lack of case
slot fillers in a few items is tolerated when no
gsimilar struetures can be found in a strict
matching process. [tems of structured knowledge
alzo have a similar structure when respective case
frame structures in the items are reducible to a
similar structure described above by applying
transformational rules peculiar to a
< predicate__atom > or a verb.

In the abstraction step, the contents of a
similar structure which is found in the extraction
step are summarized by szimplification and
generalization, Simplification means replacing
components of structured knowledge which
represent particular concepts with simpler
structures which designate the same concepts. For-
example, the node "Al application” in the third
layer (in figure 5) is the result of simplification of
the structure, "Knowledge processing system” -
"Integration” - "Business system”., A
transformational rule such as "Integration of a
system with another is an application of the
system" applies to this simplificative operation.

Generalization means extracting the entry
node of a composite node or replacing a node which
represents & particular concept with a simple node
which designstes a more general concept. For
example, the structure "Enowledge processing
language” - "Description” - "Enowledge processing
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system” in the second layer (in figure 5) is the
generalized structure of the struectures in the first
I.ﬂ.j'f.".l', "PI‘DIDg" _ "Wl'i n_ ”HI.PEI't ijstﬂn:l", "LISP"
- "write” - "expert gystem” and "LISP" - "write" -
"natural language understanding system”, using
the generalization-specialization
relationships, "Prolog and LISP are knowledge
processing languages” and "Expert systems and
natural language understanding systems are
knowledge processing systems”.

The integration step includes intra-layer
operations and inter-layer operalions. In intra-
layer operations, a simplified or generalized
structure of structured knowledge is inserted in
the higher layer and similar structures in it are
related to each other. In inter-layer operations,
bidirectional relationships are established to
arrange the items so that they are accessible from
different layers.

5 RETRIEVAL USING STRUCTURED
ENOWLEDGE

This section illustrates typical ways of
retrieval using structured knowledge, (1) retrieval
by browsing views of existing relationships of
keywords in the stored text information, (2)
similarity-based retrieval, and (3) retrieval
utilizing the relationships between keywords
expressed in a query, in contrast to traditional
retrieval with simple keywords, In this section,
the knowledge base shown in fipure 5 isused asan

Traditional information retrieval systems have
thesauri to show what is stored in a system and
what combination of keywords will produce the
desired results, Since an ordinary thesaurus does
not represent specific relationships of keywords to
the stored data but universal relationships, it iz
not always possible to browse the contents of
stored data effectively.

The similarity-based retrieval presented here
is associative retrieval in which a retrieval
condition is specified by an instance of stored texts
and texts which are semantically similar to the
given instance are retrieved as retrieval results.
Any similarity between the texts is regarded as a
similarity between structured knowledge
extracted from the texts. A text which has a
common structure with the given instance in a
certain abstractive layer is considered as a

1H
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3

Input Foous: AT systes srchitectuse

This syebes hae knouledge sbout the folloving iteas cancerned
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example,

LH

The proposed system offers retrieval by
browsing views of exisfing relationships of
keywords in the stored text information. This
enables the users to pick out part of the contents of
stored text information and to specify the retrieval
conditions to refrieve desired results stepwise
more precisely or more appropriately.. Figure 7 (@)

| Inpue | Focng: hnewledgs processing aystes, langosge
Gutput | hnovledge processing aystez=—{descripticn]=—=languags
rREpart gyatea T R 9

| intallipent infermation retrisval ayates | Ic |

| maching translation syates | | Prolog |

| intalligent contrel syetes | [T |
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shows an example of this kind of retrieval. In | Input | Focus: LIS _ :
processes (1)-(5), the user is offered knowledge e :::"m“'::”‘“ "‘“'"':"“ﬂ""’“:-‘—“m-lml

about the contents of stored text information and
moves step by step from an ambiguous retrieval
condition (1) about "AT system” to more particular
conditions, Although the retrieval process in this
example is rather straightforward, offering
knowledge to the users as views of stored data is
more effective as users move more freely,
changing the viewpoints by imposing a new
condition or modifying the condition.

Lnatural Iangosgs undecstanding system =

201 ndlng texts
e ] T4 I

Fig.7 Retrieval by browsing views of
relationships existing in the stored
information




candidate of retrieval results. Similar structures
are ordered by levels of abstractive layers in which
common structures are found and there is an
equivalence or subsumption relationship between
words in the structures,

In traditional retrieval with simple keywords,
any similarity between the texts is measured by
common portion of respective sets of keywords
attached to the texts, As this measurement
neglects the variety of relationships of keywords,
it offers only a rough approximation.

Using structured knowledge as a phrase index
is another feature of retrieval of the proposed
system, in which the relationship between
keywords expressed in a query is utilized to locate
retrieval results. For example, a query "find a text
about an expert system which is written in
Prolog” is expressed as the
relationship "description” between "expert
system” asg the item that fills the case
slot "OBJECT" and "Prolog” as the item that fills
the case slot "T'OOL". Structured knowledge
corresponding to text T1 in figure 5 is determined
to match the query correctly. In a traditional
information retrieval system with simple
keywords, text T2 iz also included as extranesous
items in the retrieval results, becavse text T1 and
text T2 are not distinguishable ag far as both
keywords are concerned.

8 CONCLUSION

The advantages of the proposed system which
constructs two kinds of secondary information
before retrieval are that it utilizes them:

(1) to help users make the intended retrieval
requests by showing the contents of the stored
information in the desired degree of detail,

(2) to answer the retrieval requests described in
wvarious levels of generality and particularity, and
(3) to realize a kind of similarity-based retrieval,

We give a formal description for knowledge and
outline of how to construct knowledge in a layered
siructure,
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