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ABSTRACT

We present a specification method for abstract data types which is based on the logic programming language and propose a framework for deriving correct implementations of abstract data types from their specifications. Provided that several conditions are met, it is possible to decompose the generation of implementations into three phases. The first and second phase which are sufficient for deriving a correct implementation lend themselves for automation. The third phase which serves for optimizations and syntheses can be done interactively using a well suited set of transformation rules.

1 INTRODUCTION

It is known that (Horn clause) logic can be interpreted as a high level programming language (Kowalski 1974). Such a high level programming language is used to specify problems in an abstract, i.e. implementation-independent but formal and easy to understand way. This specification has finally to be implemented on a real computing device.

Normally the distance between the abstract specification and the computer level is very great, so one introduces more levels and performs the implementation in steps. A typical problem is then as follows: given an "abstract" data type, i.e. a specification of the input/output relation of some operations and given a "concrete" data type on a lower level, one has to implement the abstract data type in terms of the concrete one.

In this paper we show that logic programs can be used to specify abstract data types and that the implementation again can be done using the logic programming language. This outlines a unifying approach based on logic which leads from a specification of a problem to an implementation on a computer.

The data types defined by our specification method constitute an algebra: the elements which represent abstract data objects are terms, the operations act on these terms. Both, the set of terms representing data objects and the operations are defined by logic programs. So the semantic of an abstract data type is defined algorithmically. This contrasts with the algebraic specification method where the semantic is defined statically by equations (Goguen et al. 1978). Our method equals more the concept of (Loeckx 1981).

Next we study the problem of how to implement one data type by another, both data types given in terms of logic. Usually, after having specified the implementation type one has to prove its correctness against the specification. We will show that under reasonable conditions the construction of a correct implementation from a specification is mechanizable. This implementation however may not be very efficient. A collection of rules for program transformations can be given to derive a better implementation in an interactive manner. For program transformation systems see also (Buxtall and Darlington 1977) and (Bauer and Wässner 1981).

Because of lack of space this paper does not contain all formal proofs, instead we give a simplified overview. For more details see (Heck 1984).

2 LOGIC PROGRAMS

In the following we assume that the reader is familiar with Horn clause logic as programming language (Kowalski 1974). So we repeat only the basic facts.

A logic program is a finite set of
Horn clauses $A \lor B_1 \lor \ldots \lor B_n$ written as
$$A \lor B_1 \lor \ldots \lor B_n \quad m \geq 0$$
where $A$ and the $B_i$ are atomic formulas in the sense of first order logic. A logic program $R$ works on an input called goal statement
$$G \equiv \sigma A_1 \lor \ldots \lor A_n \quad n \geq 1$$
as follows. Suppose there is a clause $A \lor B_1 \lor \ldots \lor B_n$ in $R$ and a $j$, $1 \leq j \leq n$, such that $A_j^m$ and $A$ are unifiable by a most general unifier $\sigma$. Then $G$
$$G' \equiv \sigma A_1 \lor \ldots \lor A_{j-1} \lor A_j^m, \ldots, A_n$$
A computation with input $G$ is a sequence of pairs
$$(G_0, \sigma_0), (G_1, \sigma_1), \ldots, (G_k, \sigma_k)$$
such that $G \equiv G_0$, $\sigma = \emptyset$ is the empty substitution, $G_0$ defines $G_1$ with $\sigma_0 \sigma_1 = \sigma_0$. The computation is successful if $G_k$ is the empty clause $\emptyset$.

Logic programs are used to compute relations (or functions). To explain this let $\text{TERM}$ be the set of terms (over some set of variables) that can be built with the function symbols occurring in the program $R$ and let $H$ be the Herbrand universe of $R$, i.e., the set of variable-free terms. If $P$ is an $n$-place predicate symbol of $R$
$$R(P) = \{(\sigma(t_0), \ldots, \sigma(t_n)) \mid t_0, \ldots, t_n \in \text{TERM},$$
there is a successful computation
$$\rho(t_0), \ldots, t_n, \emptyset), \ldots, (\emptyset, \emptyset)\}$$
With the completeness result of (Clark 1979) it can be shown that
$$(t_0, \ldots, t_n) \in R(P)$$
$P(t_0, \ldots, t_n)$ in the sense of first order logic.

We want to associate a relation $D_R(P)$ over the set of ground terms $H$ as $P$ that reflects what is computed by $R$. To do so, we fix a set $I_R(P) \subseteq \{1, \ldots, n\}$ of input positions, say $i_0 = 1, \ldots, n-1$ for simplicity, and define
$$D_R(P) = \{(x_0, \ldots, x_{n-1}, \sigma(x)) \mid t_1, \ldots, t_{n-1} \in H, \sigma(x) \in H,$$
there is a successful computation
$$\rho(t_0, \ldots, t_{n-1}, r), \emptyset), \ldots, (\emptyset, \emptyset)\}$$
We say $R$ defines $P$ as a total (partial) function if for all $t_1, \ldots, t_{n-1} \in H$ there is exactly (at most) one $t_n \in H$ such that $(t_1, \ldots, t_{n-1}, t_n) \in D_R(P)$. In (Heck 1984) one can find sufficient conditions on $R$ such that
(i) $D_R(P) = \emptyset \wedge H^R$
(ii) $R$ defines $P$ as a partial function
(iii) no goal clause $\sigma(P(t_1, \ldots, t_{n-1}, x))$
admits an infinite computation.

In the rest of the paper all programs are so that (i) holds. As indicated above we will use the logic programming language in an uniform approach for specifying and reasoning about abstract data types.

3 THE SPECIFICATION METHOD

Abstract data types have turned out to be a useful and powerful concept for the design and description of data types while creating a software system. A well-known method for specifying abstract data types is the algebraic style of specification (Goguen et al. 1979).

In this paper we present an algorithmic specification method based on the logic programming language. Whereas algebraic specifications merely describe the desired properties of operations by equations and so define a class of algebras, in the specification method proposed here carriers and operations of an algebra are defined explicitly as sets and functions by Horn clauses.

3.1 Logic specifications

A logic specification of a data type $s$ consists of
a) a signature, that is a list of operation symbols with their types of input and output
b) a term specification which defines the carrier set of $s$
c) a set of clauses which defines the operations of $s$ declared in b.
These clauses define the operations as functions (see Section 2).

We explain the method by an example.

**Example Specification of type queue**

<table>
<thead>
<tr>
<th>type</th>
<th>queue</th>
</tr>
</thead>
<tbody>
<tr>
<td>relations</td>
<td></td>
</tr>
<tr>
<td>NEWQ</td>
<td>queue</td>
</tr>
<tr>
<td>ADDQ</td>
<td>queue, nat, queue</td>
</tr>
<tr>
<td>DELETEQ</td>
<td>queue, queue</td>
</tr>
<tr>
<td>FRONTQ</td>
<td>queue, nat</td>
</tr>
<tr>
<td>APPENDQ</td>
<td>queue, queue, queue</td>
</tr>
</tbody>
</table>
The carrier of the data type \texttt{queue} consists of the terms \texttt{newq} and \texttt{addq}\ldots (\texttt{addq newq}, \ldots), where \(i, j = 1, \ldots, n\), are elements of the type \texttt{nat} which is assumed to have been specified previously and is at a "hierarchically lower level". The function symbols \texttt{newq} and \texttt{addq} are called term constructors of type \texttt{queue}. \texttt{newq}, \texttt{addq}, \texttt{frontq}, \texttt{deleteq} and \texttt{appendq} are the operations of \texttt{queue}. They are indeed defined as functions, e.g. for any term \(t_0\), if type \texttt{queue} and term \(t_0\) of type \texttt{nat} there is at most one \(t_0\) of type \texttt{queue} such that \((t_0, t_0, t_0) \in \texttt{addq}\).

We call a set of logic specifications hierarchical if it is possible to order its elements to
\[ N_1, N_2, \ldots, N_n \]
such that
- \(N_1\) is the specification of type \texttt{boolean}
- the type \(M_j\) depends only on types specified by \(N_1, \ldots, N_{j-1}\) for all \(j \leq n\)
that is, operations of other types which are used in \(M_j\) are defined in a specification \(M_j, j < k\).

3.2 The data type defined

We now want to associate with a hierarchical set of logic specifications a heterogeneous algebra consisting of carrier sets (one for each type) and a collection of operations. As indicated in the \texttt{queue}-example, the carrier elements will be determined by the term specifications and the operations will be derived from the Horn clauses of the specifications.

Definition

Let \(\mathcal{M}\) be a hierarchical set of logic specifications for types \(\mathbb{N} = \{N_1, \ldots, N_n\}\), \(\mathcal{M}\) defines an algebra \(\mathcal{L}\) which consists of

(i) the set \(\mathbb{S} = \{\text{IS-TERM}\}\) defined by the IS-TERM clauses for each \(s \in \mathbb{S}\)

(ii) the function \(P: \mathbb{X}_1, \ldots, \mathbb{X}_n \rightarrow \mathbb{Y}_{n+1}\) for all operation symbols \(P(c_1, \ldots, c_n, x_{n+1})\) in \(\mathcal{M}\), where \(P\) is given by

\[
P(t_{1}, \ldots, t_{n}) = t_{n+1}' \text{ if } (t_{1}, \ldots, t_{n}, t_{n+1}) \in D(P),
\]

\(t_{i} \in \mathbb{X}_{i}\) for all \(i, 1 \leq i \leq n+1\).

Our specification method can be generalized:

- Sometimes we have to deal with data types \(s\) where not all terms of \(s\) represent data objects, i.e. we have to restrict the term language \(s\) (e.g. bounded types).

- Likewise, it is desirable to identify terms which are syntactically different but represent the same data element. The carrier set contains then equivalence classes as elements.

But for simplicity, we shall consider only logic specifications as in the definition above.

As a concluding remark of this section we want to emphasize that our interest in this paper is in tools for the specification and implementation of software. Introducing data types may also be viewed as an aid to write safer programs in a concrete programming language. This is common in Pascal and other languages, where data types are used (among others) to prevent mixing objects of different types, e.g. a number and a list consisting only of that number. In our approach we declare for each predicate symbol the types of its arguments. This implies an implicit typing of the variables used in a clause. In (Heck 1984) it is shown that one can easily test whether a logic program is syntactically correct in the sense of correct use of types. A referee pointed out that types in logic have been discussed earlier. For a different approach see (Mishra 1984).

4 IMPLEMENTATIONS OF ABSTRACT DATA TYPES

A hierarchical set of logic data type specifications is a formal description of an algebra which can be used as a standard in program development. Proposed implementations can be proved correct relative to its specification. We provide a framework in which an implementation is again de-
fixed by a logic specification. Such an implementation can be considered as a new specification which needs further treatment towards a final realization.

The following situation is characteristic when implementing a type \( p \); we want to implement \( p \) with the help of data types \( q' \) which are already available and allow for an efficient implementation of the operations of \( p \). That is, we have to define a new type \( q \), whose elements and operations, implementing the elements and operations of \( p \), are expressed in terms of elements and operations of \( q' \). To be uniform, \( q \) is described by a logic specification and its correctness is given by the corresponding algebra.

### Definition
Let \( M \) be a hierarchical set of specifications for types \( S = \{ s_1, \ldots, s_n \} \), let \( M_p \) be the specification of a type \( p, p \in S \), such that \( M \cup \{ M_p \} \) is hierarchical and defines the \( \mathcal{A} \)-algebra \( \mathcal{A}_p \), and let \( M \cup \{ M_q \} \) be the specification of a type \( q, q \in S \), such that \( M \cup \{ M_q \} \) is hierarchical and defines the algebra \( \mathcal{A}_q\); \( q \) is said to be an implementation of \( p \), if \( \mathcal{A}_p \) and \( \mathcal{A}_q \) are isomorphic.

In spite of its symmetric character, this definition corresponds to the intuitive notion of an implementation as motivated above. An implementation of \( p \) is constructed with the help of data types specified in \( M \).

### Example Implementation of type queue
In terms of type clist for circular list (Gutttag et al. 1978a)

(i) The specification of the type queue is already given.
(ii) The specification of type clist is given as follows

| type clist |
| relations |
| CREATE(c) |
| INS(c, nat, clist) |
| DELETE(clist, nat) |
| VALUE(clist, nat) |
| JOIN(clist, clist, clist) |
| terms |
| IS-TERM(clist, create) |
| IS-TERM(clist, ins(c, i)) |
| IS-TERM(clist, delete(c)) |

### clauses
CREATE(create) +
INS(c,i,ins(c,i)) +
DELETE(create,create) +
DELETE(ins(c,i),c) +
VALUE(ins(c,i),i) +
JOIN(create,create) +
JOIN(ins(create,i),ins(create,i)) +
JOIN(ins(create,i),ins(create,i),ins(create,i)) +
JOIN(create,i,create) +
JOIN(create,i,create) |

(\( M \)) Let \( M \) be the set of specifications for \( \{ \text{boolean, nat, clist} \} \) and let \( p \) be queue. We now present the specification for an implementation type \( q \) = imqueue. It refers to \( M \) by using the term language clist as carrier set for imqueue and by describing the imqueue-operations in terms of clist-operations.

### type imqueue

| relations |
| IN.NEQ(imqueue) |
| IN.ADDQ(imqueue, nat, imqueue) |
| IN.DELETQ(imqueue, imqueue) |
| IN.PROMQ(imqueue, nat) |
| IN.APPENDQ(imqueue, imqueue, imqueue) |

| terms |
| IS-TERM(imqueue) |
| IS-TERM(clist) |

| clauses |
| IN.NEQ(c) = CREATE(c) |
| IN.ADDQ(c,i,c) |
| IN.DELETQ(c1,c2) |
| IN.PROMQ(c,i) |
| IN.APPENDQ(c1,c2) |

We shall now look for conditions which imply that a type \( q \) is an implementation of type \( p \). Clearly, the following theorem holds.

### Theorem
Let \( M, M_q, C_q \) and \( C_p \) be as in the definition above.
Let \( RP \) be a relation over \( q\times p \) defined by a Horn clause program where \( RP \) is called a representation function. \( q \) is an implementation of \( p \), if the following two correctness conditions are satisfied:

(i) \( RP \): \( q \times p \) is defined as a bijective function
(ii) to each function
\[ P : \mathbb{L}_1 \times \cdots \times \mathbb{L}_n \rightarrow \mathbb{P}_{n+1}, \text{slso} \]
of \( p \) corresponds the function
\[ \text{IM}.P: \mathbb{L}_1' \times \cdots \times \mathbb{L}_n' \rightarrow \mathbb{P}_{n+1} \]
of \( q \) with
\[ (q, r_i = p) \]
\[ r_i = t_i, \quad i = 1, \ldots, n, \]
\[ t_i \quad \text{otherwise} \]
such that for all \( t_i', t_i \in \mathbb{L}_i', \text{slslns:} \)
\[ \text{RP}(\text{IM}.P(t_1', \ldots, t_n')) = P(t_1', \ldots, t_n') \]
\[ r_{n+1} = p \]
\[ \text{IM}.P(t_1', \ldots, t_n') = P(t_1', \ldots, t_n') \]
\[ \text{otherwise} \]
where
\[ \text{RP}(t_i') = q \]
\[ t_i = q, \quad i = 1, \ldots, n \]
\[ t_i \quad \text{otherwise} \]

**Example**

With the help of RP defined by

\[
\begin{align*}
\text{RP}(&\text{create}, \text{new}) = \\
\text{RP}(&\text{ins}(c_0, i)) = \\
\text{RP}(&\text{addr}(c_0, i)) = \\
\text{RP}(&\text{R}1, \text{R}2, \text{R}3) = \\
\end{align*}
\]

we can show that \textit{queue} is an implementation of \textit{queue} with RP being the isomorphism.

What we have done so far is the following. We have two data types \( p, q \) and a function \( R.P: q = p \), where \( p, q \) and \( R.P \) are defined by logic programs. We have to prove that \( q \) is indeed an implementation of \( p \) by means of \( R.P \), i.e. the correctness conditions of the last theorem hold. To do so one has to develop tools which allow to prove statements on logic programs. Program transformations, discussed in the next section, are such tools.

Normally it is hard to prove for two given data types \( p, q \) that one is an implementation of the other. In Section 6 we try to find automatically an implementation \( q \) for \( p \). This will lead in most cases to a very poor implementation, but subsequent program transformations may lead to better ones.

### 5 TRANSFORMATIONS

As indicated above, we need a concept of transformations for logic programs. Transformation rules which are guaranteed to preserve the semantics are tools for verification methods and development techniques.

**Definition**

Let \( \text{PROG} \) be the class of all logic programs.

a) A relation \( T \subseteq \text{PROG} \times \text{PROG} \) is called a transformation rule.

b) Let \( T \) be a transformation rule and let \( P \) be a predicate symbol. \( T \) is called \( P \text{-valid} \), if \( D_{R_1}(P) = D_{R_2}(P) \) for all \( (R_1, R_2) \in T \).

c) \( T \) is called valid, if \( T \) is \( P \text{-valid} \) for all predicate symbols \( P \).

Note that \( P \text{-valid} \) transformation rules preserve the denotation of \( P \).

**Definition**

Let \( T_1, T_2, \ldots, T_n \) be valid transformation rules.

a) \( R_1 \in \text{PROG} \) is \( T \text{-transformable into} \)
\[ R_2 \in \text{PROG}, \text{if} \quad (R_1, R_2) \in T \text{ or} \]
\[ (R_2, R_1) \in T. \]

b) \( R_1 \in \text{PROG} \) is \( T_1 \cdots T_n \text{-transformable, n<2, into} \)
\[ R_3 \in \text{PROG}, \text{if} \quad \text{there exists} \quad R_2 \quad \text{such that} \]
\[ R_1 \text{ is } T_1 \text{-transformable into } R_{i+1} \text{ for } i = 1, \ldots, n. \quad \text{We write} \]
\[ R_1 \xrightarrow{T} R_2 \]

As an example we now consider a fundamental transformation rule which we shall use very often in the next chapters.

**Lemma "Symbolic execution"**

The following rule \( T_i \) is valid
\[ T_i = (R_1, R_2) \delta \text{contain clauses} \]
\[ A + B_1, \ldots, B_m \text{ and } C_1, \ldots, C_k \]
(with no variables in common)

such that a substitution \( \sigma \) exists with \( \sigma = \text{ngu}(B_1, \ldots, B_m) \) for
some \( i, \text{slns:} \)
\[ R_2 = R_1 \cup \{ \sigma A + \sigma B_1, \ldots, \sigma B_m \} \]
\[ \sigma C_1, \ldots, \sigma C_k \}

Note that \( T_i \) executes procedure calls before \( \text{R} \).

Besides such an elementary transformation rule \( T_i \), we need special rules which are well suited for our application domain. Rules for elimina-
ting recursion are such rules (see next section). As an example we present
a rule \( T_1 \) for recursion removal. Oppo-
site to the rule \( T_1 \) we refer in this
rule to types and term constructors.

Lemma "Recursion removal"
Let \( p \) be a type with a correspond-
ing IS-TERM \( P_1 \) clause

\[
\text{IS-TERM}(g(t_1, t_2) + \text{IS-TERM}(t_1), P_1, P_2)
\]

and let \( p \) be a type with the term
specification

\[
\text{IS-TERM}(a \leftarrow P_1, P_2, \ldots, P_n)
\]

+ IS-TERM \( \{t_i\}, \ldots, \text{IS-TERM}(q_i)
\]

where \( q_j = P_1 \) for one \( j \), \( 1 \leq j \leq n \).

Then the following transformation
rule \( T_2 \) is \( G \)-valid:

\[
T_2 = \{(R_1, R_2) \mid R_1 = R \cup \{\text{G}(g(a, x), x) \leftarrow, \text{G}(f(x_1, \ldots, x_n), x', x') \}
\]

+ \( B_1, \ldots, B_n, \text{G}(g(a, x), x') \}
\]

the two clauses denote \( G \) as a func-
tion \( G : P_1 \rightarrow P_2 \).
the literals \( B_1, \ldots, B_n \) do not con-
tain the predicate symbol \( G \); for all substitutions \( \sigma : V \rightarrow H \)
(with \( V = \{x_1, \ldots, x_n, x\} \), \( H \) the Her-
brand universe of \( \sigma \))
there is a successful computation
\( \sigma \in \ldots, \text{G}(g(a, x), x') \in \ldots, (a, \emptyset) \), such
the "size" of the term \( \sigma(g(z)) \) is less than
the size of \( G(f(x_1, \ldots, x_n)) \):

\[
R_1 = R \cup \{\text{G}(g(x, y), y) \leftarrow\}
\]

The proof is by induction on the
size of the first \( g \)-argument. Note
that in the recursive version of \( G \)
the first \( g \)-argument is successively
reduced. Since the result is known in
advance, long computations can be
avoided. This is done in \( R_2 \).

6 AUTOMATIC IMPLEMENTATIONS

In this section we shall study the
problem of deriving correct implemen-
tations of abstract data types from
specifications. Rather than to write
an implementation by hand, being gui-
ded by the specification, and then
to prove it satisfies the specifi-
cations, we want to generate correct
implementations by transformations
thus obviating the need for the veri-
fication step. The following diagram
illustrates our concept:

The data type \( p \) which has to be im-
plemented is completely specified
while only the signature and the term
specification of the implementation
type is given. Additionally, a represen-
tation function \( RP \) is available
which reflects the connection between
the abstract objects of \( p \) and the
"concrete objects" described by the
IS-TERM \( q \) clauses. With the help of \( RP \)
we shall try to derive clauses for the
implementing operations \( \text{IM.P}_i \)
which define \( \text{IM.P}_i \) as a correct implementa-
tion of \( \text{P}_i, i = 1, \ldots, n \).

The idea to transform a program to
another program by data structure map-
plings is already developed in (Bur-
stall and Darlington 1977) and
(Hansson and Tärnlund 1980). While
these authors only treat examples we
are looking for general techniques.
We shall define a certain "class of
data types and representations" which
lands itself to a constructive process
of implementation. The data type which
we want to implement and the used rep-
resentation function have to meet some
requirements. For the sake of simplic-
ity we assume that the term structure
of \( p \) is built by one constant \( a \) and
one function symbol \( f \) only. If there
are more function symbols the follow-
ing construction has to be applied to
all of them.

Definition
Let \( M \) be the specification of a
data type \( p \),
p is suited for an inductive implemen-
tation, if
- the term specification of \( M \) con-
   sists of the two clauses
   \[
   \text{IS-TERM}(a) \leftarrow \text{P}, \text{P}
   \]

IS-TERM \{f(t_1, \ldots, t_n)\}
+ IS-TERM \{t_1, \ldots, IS-TERM \{t_n\}\}

that is, a and f are the term constructors of p.

- the relations-part of M contains besides other symbols p
  the two operation symbols A(p) and F(P_1, \ldots, P_n, p)

- the clauses-part of M contains besides other clauses the two clauses
  A(a) +
  F(f(x_1, \ldots, x_n)) +
  A and F are called constructor functions, which have to be distinguished from the term constructors a and f. Note that all terms of p can be constructed by application of A and F.

For example, unbounded linear and binary types can be defined in such a way that they are suited for an inductive implementation (e.g. lists, stacks, queues, trees).

Definition

Let M be the specification of type p

M' is called a partial specification of a type q relative to p, if the following holds:

(i) to each operation symbol P(x_1, \ldots, x_n) of M corresponds an operation symbol IM.P(x_1, \ldots, x_n) of M', where

\[
q \rightarrow t = p
\]

\[
r_i = \begin{cases} \rightarrow t, & i = 1, \ldots, n \\ \text{elsewise} & \end{cases}
\]

M' contains no other operation symbols.

(ii) M' contains a term specification q defining q.

(iii) The clauses-part of M' is empty.

Definition

Let M be the data type specification of p suited for an inductive implementation with term constructors a and f. Let M' be a partial specification of q relative to p.

A relation RP over \(q \times p\) is called an inductive representation function, if it is defined by the clauses

\[
\text{RP}(c_1, a) +
\text{RP}(d_f(x_1, \ldots, x_n))
+ g_1, \ldots, g_k, \{\text{RP}(d_j, x_j)\} E_j = p
\]

which define RP: q \rightarrow p as a bijective function.

Remarks

1) \{\text{RP}(d_j, x_j)\} E_j = p is used as an abbreviation for \text{RP}(d_{j_1, x_{j_1}}, \ldots, d_{j_k, x_{j_k}})

\text{RP}(d_j, x_j) where the j_i-th component of f(x_1, \ldots, x_n) is of type p for each i = 1, \ldots, n.

The literals C_i, i = 1, \ldots, m, represent calls of operations, which are at the disposal of p. The elements c_i, d_i are terms containing only variables and term constructors of type q.

2) RP is defined by induction on the structure of p.

3) RP satisfies the correctness condition (i) of an implementation.

Example

Consider the example of Section 4 with p = queues, q = dequeues. Let M' be the \text{Imqueue-s} specification without the clauses-part. RP: \text{queue} \rightarrow \text{dequeues}
as defined in Section 4 is an inductive representation function:

\[
\text{RP}(\text{create}, \text{newq}) +
\text{RP}(\text{ins}(c_j, i), \text{addq}(x,i))
+ \text{RIGHT}(\text{ins}(c_2, i), \text{ins}(c_1, j), \text{RP}(c_3, x))
\]

Starting from the abstract characterization of inductive implementations we are ready to divide the process of implementation into three phases:

1) implementation of the constructor functions of p
2) implementation of the other operations of p
3) optimizations and syntheses.

After stating the general theorems we shall demonstrate the phases by the \text{queue}\text{-\text{dequeues}} example.

Theorem

Let p be a type suited for an inductive implementation with constructor functions A and F, let M' be a partial specification for q relative to p and let RP: q \rightarrow p be an inductive representation function.

Then clauses for IM.A and IM.F which define IM.A and IM.F as a correct implementation of A and F can be derived.

Proof. To get a clause for IM.F we carry out the following transformation steps:
\[
\text{IM.F}(x_1, \ldots, x_n, z) \leftrightarrow (\text{RP}(x_1, x_n'))' \\
\quad K_k P_k = p \\
E(x_1', \ldots, x_n', z'), \text{RP}(x, z')
\]

symbol ex. of F

\[
\text{IM.F}(x_1, \ldots, x_n, z) \leftrightarrow (\text{RP}(x_1, x_n'))' \\
\quad K_k P_k = p \\
\quad \text{RP}(z, f(x_1', \ldots, x_n'))
\]

symbol ex. of RP

\[
\text{IM.F}(x_1, \ldots, x_n, z) \leftrightarrow (\text{RP}(x_1, x_n'))' \\
\quad G_1, \ldots, G_m (\text{RP}(d_k, x'_n))' \\
\quad K_k P_k = p
\]

because RP is bijective we can identify \( x_k \) and \( d_k \) by \( (x_k, d_k, i_k, p_k = p) \)

\[
\text{IM.F}(x_1, \ldots, x_n, z) \leftrightarrow (\text{RP}(x_1, x_n'))' \\
\quad G_1, \ldots, G_m (\text{RP}(d_k, x'_n))' \\
\quad K_k P_k = p
\]

we can eliminate the RP-literals, because the computed values \( x'_k \) are not needed.

\[
\text{IM.F}(\sigma(x_1), \ldots, \sigma(x_n), \sigma(z)) \\
+ G_1, \ldots, G_m
\]

Note that the first clause represents the condition (ii), which a correct implementation \( \text{IM.F} \) of \( F \) has to satisfy, and \( \text{IM.F} \) is characterized as a function. The transformation preserves the semantics of \( \text{IM.F} \).

Example

In our current example we have

\[
\begin{align*}
\text{a)} & \quad \text{IM.NEQ}(x) + \text{RP}(x, x'), \text{NEQ}(x') \\
\text{b)} & \quad \text{IM.NEQ}(\text{create}) + \\
& \quad \text{IM.ADDQ}(x, y, z) + \text{RP}(x, x'), \text{ADDQ}(x', y, z'), \text{RP}(x, z') \\
& \quad + \text{IM.ADDQ}(x, y, z', \text{ins}(x', y'), \text{RIGHT}(\text{ins}(x, y), \text{ins}(x, y'))) 
\end{align*}
\]

In the next phase the remaining functions are implemented automatically. First, it is necessary to eliminate the occurrences of \( p \)-terms in the clauses defining these operations.

Definition

Let \( p \) be a type with term constructors \( \alpha, \beta \).
A clause \( C \) is called \( p \)-free, if no term constructors \( \alpha, \beta \) occur in \( C \).

Lemma

Let \( p \) be a type suited for an inductive implementation with constructor functions \( A \) and \( F \). Then the clauses for the operations \( P \) of \( p \), \( F + A \), \( P + F \), can be formulated in a \( p \)-free way which does not change the semantics of \( P \).

Sketch of proof

Replace each occurrence of \( \alpha \) or \( \beta \) in a clause \( C \) by a new variable \( z \) and add a call of \( A \) or \( F \) to the body of \( C \), e.g. replace \( B + B_1 \ldots B_{i-1} \)

\[
P(z(x_1, \ldots, x_n'), B_{i+1}, \ldots, B_m)
\]

by \( B + B_1 \ldots B_{i-1} \)

\[
P(z, F(x_1, \ldots, x_n, z'), B_{i+1}, \ldots, B_m)
\]

In order to remove composed terms we must iterate the above step.

Example

Consider the \text{FRONTQ}-clauses in our example

\[
\begin{align*}
& \text{FRONTQ}(\text{addq}(\text{newq}(i), i)) + \\
& \text{FRONTQ}(\text{addq}(\text{addq}(x', i), j), i') + \\
& \text{FRONTQ}(\text{addq}(x', i), i')
\end{align*}
\]

We now present the "substitution rule" which states the following fact: A correct implementation \( \text{IM.F} \) for \( F \) can be derived by replacing calls of constructor functions \( A \) and \( F \) by calls of \( \text{IM.A} \) and \( \text{IM.F} \).

Theorem "Substitution rule"

Let \( p, q, R \) be as above and let \( \text{IM.A}, \text{IM.F} \) be the implementations of \( A \) and \( F \) generated by the transformations of the first phase. Let \( P \) denote a function of \( p \) different from \( A \) and \( F \) which is defined by \( p \)-free clauses.

Then a correct implementation \( \text{IM.F} \) of \( F \) is given by the following clauses:

if \( R_0 + B_1 \ldots B_m \) is a clause for \( P \),
then choose \( B' + B_1' \ldots B_m' \) as a clause for \( \text{IM.F} \),

where
We omit the proof which relies on the bijection of \( \mathcal{R}_p \).

**Example**

Applying the substitution rule to the queue-free \( \text{FRONTQ} \)-clauses we get

\[
\begin{align*}
\text{IM.FRONTQ}(x,1) & \quad + \quad \text{IM.ADDQ}(x_i,1,x) , \quad \text{IM.NEQQ}(x_i) \\
\text{IM.FRONTQ}(x,i') & \quad + \quad \text{IM.ADDQ}(x_j,j,x) , \quad \text{IM.ADDQ}(x',i,x_1) , \quad \text{IM.FRONTQ}(x_1,i') 
\end{align*}
\]

The clauses for \( \text{IM.DELETEQ} \) and \( \text{IM.APPEND} \) can be derived similarly.

As the result of the first and second phase we have generated automatically correct characterizations of the implementing operations. The derived functions act upon the \( q \)-terms, all calls of \( \mathcal{R}_p \) have been removed.

But we are not content with these implementations simulating only the behaviour of the \( p \)-functions on the \( q \)-level ("modulo \( \mathcal{R}_p \)").

We want to transform the clauses for the operations \( \mathcal{R}_p \) to make optimal use of the operations of types \( q \); the type \( q \) depends on. For instance, in our current example we want to perform the following transformation:

\[
\begin{align*}
\text{IM.FRONTQ}(x,i) & \quad + \quad \text{IM.ADDQ}(x_j,1,x) , \quad \text{IM.NEQQ}(x_j) \\
\text{IM.FRONTQ}(x,i') & \quad + \quad \text{IM.ADDQ}(x_j,j,x) , \quad \text{IM.ADDQ}(x',i,x_1) , \quad \text{IM.FRONTQ}(x_1,i') \\
\end{align*}
\]

![Diagram](image)

The above-mentioned transformation cannot be carried out automatically, since it is not known in advance which transformation rules have to be applied. Therefore, the third phase can be considered as the "creative" phase of the process of an inductive implementation, in which the user has to choose appropriate rules.

Our investigations have shown that a characteristic collection of transformation rules can be found for this phase. The rules can be classified as:

- *optimization rules*
- *synthesis rules*.

The rule of symbolic execution is a typical optimization rule. Calls which will take place at run time are executed in advance. Also a rule which eliminates "useless" calls in a procedure body can be regarded as an optimization rule. A useless call computes a value which does not contribute to the semantics. Finally, rules for eliminating recursion are highly desirable.

We do not explicitly present synthesis rules here but we can characterize them as follows: the clauses which we derive by applying optimization rules often have similar syntactical structure like clauses already available. Then it is easy to express the implementing functions in terms of these functions (see the next example).

**Example**

We demonstrate the third phase of an inductive implementation by manipulating the \( \text{IM.FRONTQ} \)-clauses:

\[
\begin{align*}
\text{IM.FRONTQ}(x,1) & \quad + \quad \text{IM.ADDQ}(x_j,i,x) , \quad \text{IM.NEQQ}(x_j) \\
\text{IM.FRONTQ}(x,i') & \quad + \quad \text{IM.ADDQ}(x_j,j,x) , \quad \text{IM.ADDQ}(x',i,x_1) , \quad \text{IM.FRONTQ}(x_1,i') \\
\end{align*}
\]

![Symbolic Execution 1](image)

\[
\begin{align*}
\text{IM.FRONTQ}(\text{ins}(c,j),1) & \quad + \quad \text{RIGHT}(\text{ins}(\text{create},i),\text{ins}(c,j)) \\
\text{IM.FRONTQ}(\text{ins}(c',j'),i') & \quad + \quad \text{RIGHT}(\text{ins}(x,i),\text{ins}(c,j)), \\
& \quad \quad \text{RIGHT}(\text{ins}(c,j),\text{ins}(c',j')), \quad \text{IM.FRONTQ}(\text{ins}(c'),i') \\
\end{align*}
\]

![Symbolic Execution 2](image)

\[
\begin{align*}
\text{IM.FRONTQ}(\text{ins}(\text{create},i),1) & \quad + \quad \text{IM.FRONTQ}(\text{ins}(c',i'),1') \\
& \quad + \quad \text{RIGHT}(\text{ins}(c,i),c'), \quad \text{RIGHT}(\text{ins}(x,i),\text{ins}(c,i')), \\
& \quad \quad \text{IM.FRONTQ}(\text{ins}(c,i'),1') \\
\end{align*}
\]

![Recursion Elimination](image)

\[
\begin{align*}
\text{IM.FRONTQ}(\text{ins}(c,i),1) & \quad + \quad \text{synthesis} \\
\text{IM.FRONTQ}(x,y) & \quad + \quad \text{value}(x,y)
\end{align*}
\]
With similar transformations it is possible to derive the clauses

\[ \text{IM. DELETE}(w, y) \rightarrow \text{DELETE}(x, y) \]
\[ \text{IM. APPEND}(w, y, z) \rightarrow \text{JOIN}(y, x, z) \]

So we have found the implementation of type \( \text{queue} \) in terms of type \( \text{dlList} \) as in Section 4 by program transformation. By construction this implementation is correct.

It is worth mentioning that we have examined other examples which fit into the framework of an inductive implementation:
- implementation of a stack in terms of lists
- implementation of a symbol table in terms of a stack of vectors (Guttag et al. 1978b)
- implementation of a stack of booleans in terms of natural numbers
- implementation of a labelled tree in terms of binary trees (Burstable and Darlington 1977).

REFERENCES


