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ABSTRACT

This is a deseription of research in
developing a natural language processing sya-
tem with modular knowledge sources  but
stromgly interactive processing. The aystem
offers inaights into a variety of linguistic
phencmena and allows easy testing of a
variety of hypothesea, Language interpreta-
tion takes plape on a astivation network
which is dynamically created from dinput,
recent ocontext, and long-term knowledge. Indi-
tially ambilguous apmd unatable, the network
aettles on a single interpretaticn, using a
parallel, analog relaxation process. We also
describe a parallel model for the representa=
tion of context and of the priming of ocon-
cepts. Exspples  illustrating contexbtual
influence on meaning interpretation and
Pgemantic garden path"™ sentence processing
are included. Furthérmore, our model has been
designed with the constraints of New Genera-
tion Computing in mind, and we deseribe our
firat pass at the architectural design of a
message-merging communications metwork which
implements the relayation process.

1 INTRODUCTION

The interpretation of natuwral language
requires the cooperative appliecation of many
kinds of knowledge, both language apecific
knowledge about word use, word order and
phrase structure, and "real-world? knowledge
about aterectypical situations, events,
roles, contexts, and so on. And even though
these knowledge systems ars nearly decompos—
able, enabling the eiroumseription of
individual knowledge areas for scrutiny, this
deccmposability does not easily extend inte
the realm of computation; that is, one cannot
construet & paychologically realistic patural
language processcr by mDerely conjoining
varicus knowledge-specific processing meodules
serially or hierarchically.

We offer instead a model based on the
integration of independent syntactic, seman-
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tic, lexical, oontextual, and pragmatic
knowledge sources via spreading activation
and lateral inhibition links. Figure 1 shews
part of the network that is activated when
the sentence

(51) John shot zome bucks.

iz encountered, Links with arroWs  are
activating, while those with ecircles are
inhibiting. Mutual inhibition links between
two nodes allow only one of the nodes to
remain active for any duration. (However,
both nodes may be simultanecusly inactive.)
Motual inhibdtien links are generally placed
between nodes that represent mutually incom-
patible inteprpretations, while mutual activa=
tion links join compatible cnes. If the con-
text in which this msentence oecours  has
ineluded reference to "gambling," only the
shaded nodes of Figure 1(z) remain active
after relaxation of the network. If, on the
other hand, "hunting™ has been primed,

the shaded nodes shown in Figure 1(b) will
remain active.

Notice that the "decision” made by the
system integratea syntactic, semantic, and
contextual knowledge: the faot that "some
bucks® i= a legal noun phrase is a factor in
killing the readings of "bucks"™ as a verb;
the fact that "hunting® is associsted with
both the "fire"™ meaning of "shot" and the
fdeer™ meaning of Mbucks™ leads to the
activation of the epalitien of nedes shown in
Figure 1(b}; and 3¢ on. At the same time, the
knowledge is disarete, and easy to add or
modify. In this medel of processing, deci-
Slons are apread out over time, allowing
various knowledge sources to be brought to
bear on the elementsz of the interpretation
process. This is a radical departure frem
natural language processing medels based on
the convenient deecision procedures provided
by conventicnal programming languages.

Our program cperates by (1) constructing
a2 graph with weighted nodes and links from a
sentence, and (2) running an iterative opera-
tion which recomputes each node's metivation
level (i.e its weight) based on a function of
its current value and the inner product of
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its links apd the activation levels of ita
neighbora, For thesa examples, we are pri-
marily interested in the behavior of the net-
work, and not in the program that dynamically
constructs the network. The syntactie por-
tions of the petworks in this paper were con—
structed by & chart parser (KEay 1973), while
the semantic and contextual porticns are pers=
manently resident in memory. Initially all
nodas are given zero welght, except for the
nodes used to model context (e.g. "hunting®
and Pgambling"). Each activation link hase a
weight of .2 and each inhibition link has a
weight of -.45. The iterative operation uses
a proportional funotion to  compute  oew
weighting for nedes, similar to the one uaed
by MeClelland and Rumelhart (1980) 1o thedr
interactive activation model.

The net effect of the program dis that,
over several Aiterations, a cocalitlon of
well=conneoted nodes will dominate, while the
less fortunate nodes (those which are nega-
tively connected to winmera) will be
suppresaed. We expleit thia behavior several
ways 1lp our syatem: by putting ZAinhibitory
links between nodes which represent well-
formed phrasea with  shared gonstituents
(which are, thus, mutoally exclusive), we
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epsure that oaly one will survive. Simi-
larly, there are iphibitory lioks between
nodes representing different lexical
categories (i.e. noun or verb) for the ==me
word; between copcept nodes representing dif-
ferent senses of the same word (i.e. subma=
rine as a boat or as a sandwich); and between
nodes representing conflicting coase role
interpretations. There are activation links
between phrases and their oconstituents,
between words and their different m@meanings,
between rcles and thelr fillers, and between
corresponding ayntactic and gemantic
interpretations.

2 MODELING PHENOMENOLOGY

Because our system operates in time, we
are able to model effects that depend on con-
text, and effects that depend cm the arrival
times of words. Copsider the network shown
in Figure 2, which shows fthree spapshots

taken during the procesaing of the ﬁantﬂnua1
(due to Charmiak (1983)):

{52} The astronomer married a star.

Figure 2 inecludes three possible meanings for
Tatar®, npamely (1) the featured player in
dramatic acting, or (2) a celestial body, or
3) a pentagram. We presume that "astronomer®
primes STAR by the path of strong linka:
agtropomer =» ASTRONOMER -»> ASTRONOMY -3
CELESTIAL=-BODY, but that MOVIE-STAR would be
primed very Little, Aif at all, because any
aotivation of HUMAN via T"astronomer®™ and
"married™ is spread fadrly evenly anong a
vazt pumber of other ooncepts (PHYSICIAN,
FROFESS0R, ete,). When the word "star® is
encountered, the meaning CELESTIAL-BODY is
initially highly preferred, but eventually,
aince CELESTIAL-BODY 15 inanimate, whereas
the object of MARRY should be human and ani-
mate, the MOVIE-STAR meandng of "star™ wins
out.

In Figure 2(d) we show the activation
levels for CELESTIAL-BODY and MOVIE-STAR as
functions of  time. One can see that the
activation «of CELESTIAL-BODY dis dinitially
very high, and that oply later does MOVIE-

1Dur surrent ayatem simulates the
gegquenced arrival of werds by first
copstructing & compléete network as ahown Iin
Figure 2 (using a chart parser), and then
activating the node marked ™17 at the wupper
left of Figures 2(A), (B), and (C). HNode "i®
aotivates both node "2" and the node Mthe®,
The noede "the" deactivatea noede %17, and
gtarts aoctivation of the syntactic and
sezantic sections of the networks. Node ™20
activatea node "3" and the node "astroncmer®,
eto. Eventually =zll words are acktivated,
left=to=right. Thiz simple sequencling
mechanism 4is, thus, a stand-in for z more
complete model of  visupal or auditory
perception.
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STAR cateh up to and eventually dominate it.
We argue that, if activation level is taken
as a primé determinant of the contenta of
consciouspess, then this model eaptures a
common experience of people when bearing this
asntence. This phenomenon is often reported
g8 being humorous, and could be considered a
kind of "semantio garden path™. It should be
epphasized that this behavicr fails out of
this model, and is not the result of jugeling
the weights until it works., In fact, the
examples shown din this paper work in an
essentially similar way over & hroad raoge of
link weightings.

3 CONTEXT: INTRODUCTION

Barlier (Figure 1) we used "conbext=
settipg” nodes such as "hunting™ and "gam-
bling™ to prime particular word and phrase
BEnSes, in order %o force appropriate
interpretations of a noun phrase. There are,
bhowever; major problems that preclude the use
of such context setting nodes as & seolution
to: the problem of context=directed interpre-
tation of language. A& particular context-
selting word, e.g. "hunting®, may never have
been explicitly menticned earlier in & text
or discourae, but say nopetheless be easily
ipferred by a reader or hearer. For example,
preceding (31} with:

LAY

(el

(53) John spent hiz weekend in the wooda,

should suffice to induce the Thunting™ con-
Lext. Mention of such words or items as
foutdoors®, %hike®, "cappfire”, Tduck blipnd@,
Tmarksman®, eto. ought to also prime a hearer
appropriately, even though scme of these
words (e.g. Uoutdeors® and "hike"™) are mere
closely related to many other concepts than
to "hunting.® We are thus apparently faced
with either (a) the peed to infer the special
context-setting concept "hunking®, given any
of the words or items above; or (b) the need
to provide oonoections between each of the
words or items and all the varlous word
gensez they prime. There is, however, a
better alternative,

We propoese that each concept should be
repregented not merely as a unitary node, but
ghould in addition be associated with a set
of "misrofeatures® that serve both (&) to
define the concepts, at leaat partially, and
{b} to associate each concept with others
that share its microfeatures. We gpropoze a
large set of piloerofestures (on the order of
thousands), each of which is potentially con-
nected to every concept node in the aystem
(potentially on the crder of hundreds of
thousands), Each concept ia in faot con-
nected to only scme subset of the total aet,

i
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via  either bidirectional sotivation or
bidirectional dnhdbition links, Closaly
related concepts have many microfeatures in
common,

We suggest that microfeatures should be
chosen on the basis of first principles te
correspond to the major distinctions humans
make about situations in the werld, that is,
distinetions we must make to survive and
thrive, For example, scze important oicro-
features correspond to distinctions such as
threatening/sale, animate/inanimate, edible/s
inedible, indoorsfoutdoocrs, good outcome/
neutral outcocme/bad outcome, wmoving/still,
intentional/unintentional, or characteristic
lengtha of events (e.g., whether events
require milliseconds, hours, or yeara). As
in Hintem's (1981) model, hierarchiez arise
paturally, based on subsets of shared micro-
features, but are not the fundamental baais
for organdzing concepts in a semantic net-
work; as ip meost Al models,

3.1 Microfeatures as & Priming Context -
in Example

Let us see how mierofeatures could help
aplve the problems presented by the example
in Figure 1. Figure 3 shows a pertisl set of
microfeatures, oorresponding to temporal
event length or location (setting) running
horizontally. A small set of concepts
relevant to our example iz listed across the
top. Solid eircles denote s2trong connection
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of concepts to microfeatures, open circles, a
weak connection, and crosses, & negative con-
nection.

A simple scoring scheme allows "weekand™ and
"outdoocra™ to appropriately prime concepts
related te "fire at"™ and "deer® relative to
"waste money®™ and "dollar,® as well as the
abdlity of "easmino®™ or "video game" to induce
an oppoaite priming effect, as shown in
Figure 3(b). It is interesting to compare
these effects with the effects of priming
with "hunting™ or "gambling® directly. Ko
relaxation was used, though it obviously
could be (i.e. & oconcept could activate
microfeatures, prieing other oconcepts, and
then the prised concepta ¢ould change the
aptivation of the wmicrofeatures, in fturn
activating new concepts and eventually set-

tling dewn.® We have been experimenting with
a number of possible weighting and propage-
tion schemes; and have built up & much larger
matrix than the ope shown in Figure 3.

4 RELATED WORK

There are many research projects which
ara very mnuch in the same spirit as ours in
addition to ones menticned already in this
papar. Beginhing in the early 1970's, Schank
argued that semantics, not syntax, ashould
have the oeptral role in both theoriea and
programs for patural language processing;
Rissbeck'a parser for MARGIE (Schank et al.
1973) has a3 clear relationship to the model
proposed  here. Steven Bmall (1980) was
another worker in AI to questien the tradi-
ticnal serial integration of language pro-

PRIMIRG PATHED CONCGERTS
CONCEFTE
Fire=ac Waste Deer Dollar

Wemkend AL 33 o ]
ugdoors 4L 1] < by 08
Canlng i1 +59 ] .42
Video Games 18 36 0 .19
Waekend +
s A1 a7 .15 LAz
Tnting +36 ] « 30 ]
Cambling 08 +59 [} ]

Fraction of Maximum Fosalble Score

Figure 3b: Inotantaneous priming effects on concepts;
microfeatures scart at O, apd undergo a single primiag
eycle.

Figura 3: This figure illustraces the use of microfestures to
provide contextual pelsing. AC any glven time, microfeatures
will disploy some pottern of activatios. Each cencept has an
imduced acelvation level os 2 result of the mlerofeatuce scti=
vation walues. The microfenture nccivacicone are modifded when-
ever g concept ds primed.

For our exomple, assume “weakend” is primed, with all micro-
Eeatures initially ae @. The tep Line of Flgure 3b shows che
sceivaeion levels of comceprs, whore the pumber represents a
Fractlon of the mazimes poassible astivacion for that comaspt.
Theae values prime varlous word semse moden differencially.
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cessing. He suggested that rather than hav-
ing separate podules for ayntax and seman-
tics, each word was an expert in interpreting
its own meaning and rele in comtext. Follow-
ing on that work, Gary Cottrell is re=gasting
Word-sense selection inte a connectiondst
framework, and bis work is yery alogely
related to our own (Cottrell et al. 1983).
Mark Jonea (1983) is alse working on parsing
with spreading activation, but of the digital
kind.

Other work has set Aintegrated parsing
inrto the production system framework, BORIS
(Dyer 1982) uses a lexically-based demon-
driven produsticn system to read stories and
answer guestions about them., The READER sys-
tem (Thibadeau £t al. 1982) is a pulti-level
parallel production system which models chro-
nometric data, i.e. data on bhow long humans
visually fixate on each word while reading,

Another interesting approach to language
integration is taken by Hendler and Fhillipa
{1981}, who are osing a message-passing ACTOR
(Hewitt 19T6) aystem to medel the interac—
tions between syntax, semantice and pragmat-
dics. Other work that has influenced our
research includes the spreading activation
work by Ortony and Radin (9983), based on a
network of free associations to  English
“m.d-ai

5 ARCHITECTURAL CONSIDERATIONS

Our werk, and, in general, other work in
cornectionist modelling (Feldman and Ballard
1082; Rumelhart and McClelland 1980) is par-
ticularly well-suited for implementation on
New Qemeration parallel computersa. Unlike
cognitive models based on parallel production
systems such as HEARSAY II (Lesser st al.
1975) or READER (Thibadeau et al. 1982), in
which concurrent access to the T"blackboard®
is a bottleneck permitting only small speed-
ups (Fennel and Lesser 1977), connectiomist
models permit a speedup proportional to the
number of prosassors.

There are both advantages and disadvan-
tages of these models with reaspeat to the
communications ¢osts in & parallel system.
One disadvantage is that since a basic pre-
cessing oycle consists of a whole barrage of
messages  oroasing the npetwork, message-
pasaing architectures with indeterminpate
delaya are inappropriate, One advantage is
that since each message 18 a guantitative

®We have tried hard to be fair in
ccnstructing Figure j(a), for example priming
with "outdoor® rather than "woods,” and
including links between "casino® and "desert®
to acknowledge Las Vegas. Time periods
characterize event lengths, Locations are to
be taken as settinga or surrounds, got
objects. #ll links are aclearly culturally
depandent though, we think, roughly in accord
with current middle-class American language
usage,

value which is wltimately to be summed, we
can distribute the addition through the net-
work. We have designed two sush communication
networks for modelling activation networks in
parallel using the concept of message merging
processors. Imn the first design (Pollack
1982), each activation node corresponds to a
NHOS cell, which contalns memory for ita
activation level, an ALU and special-purpose
sorting shift-registers for its 1links., The
cells are laid cut in the aimplest gecmetry
== & linear array, and procesaing takes place
in three stagea: Firat, the activaticn and
inhibition links, which are ocmposed of a
relative destination and megnitude, are mul-
tiplied by the current activatiom level and
loaded into shift registers; second, the full
barrage of messages iz forwarded through the
network in a constant number of very small
shifting cyclesd; and third, the activation
levels are recomputed. The second deaign
(Debrunner 18982) generalized this process
into a two-dimensional topology.

& CONCLUSION

We have not actually built the hardwars,
but continue to refine the natural language
model, always keeping the constraintas of VLST
implementation in  mind, We have been
developing our programs in LISE," but we
intend  to implement them on Connection
Machine™ hardware (Hillis 1981) when 4t
becomes available.

Using spreading activation and lateral
iphibition epables & good framework for
embedding comprehension phencmena which can—
not even be approached with binary serial
models. While we have not discussed them
here, we have explored ties to paychological
and linguistic resulta and thecries; these
are reported in Waltz and Pollack {1984),
There we show that struetural preferences

3ne shift registers keep the messages
sorted to send out the longest one first, and
combine messages with the =ame destination.
The result is that the length of the longest
measage decreases by 1 every ahift oycle,
leading to a constant time ({shift-time #
length(longest message)).

uuur ayatem is ourrently implemented on
both the Xerox 1108 (dandelion) and the
Symbolies  3600. The Symbolics wversion
interfaces with a complete dictionary
{Webater's Saventh Hew Collegiate), while the
derox version has & mmall, hand built
lexicon. The grammars for both systems are
gtill quite incomplete. Semantic porticns of
both aystems are hand buil%, and also rather
small (< 100 words). This work should be
viewed as exploratory and suggestive: our
asystem is not yet a practical alternative for
real applicationa.
A prodact  of Thinking
Corperation, Cambridge, MA, USA,

Machines



such as Minimel Attachment (Frazier 1979) can
be understood as side-effects of, rather than
as strategles for, a ayntactic procassor;
current hypotbeses about lexical disambigua-
tien in context (Swinney 1970; Seidenberg et
&l. 1980) ocan nicely fit into a model with
lateral inhibdtion; it could not be accounted
for by activation alone. Garden-patha at dif-
ferent levels of processing can be explained
by the breakdown of a common approximate con-
sistent labeling slgorithe -- Lateral Inhibi-
tion —- the PUniver=zal Will to Disambiguata,®
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