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Abstract

A knowledge based system for plant diagnosis is proposed in which both event-oriented and function-oriented knowledge are used. For the proposed system to be of practical use, these two types of knowledge are represented by mutually nested four frames, i.e. the component, causality, criticality, and simulator frames, and production rules. The system provides fast inference capability for use as both a production system and a formal reasoning system, with uncertainty of knowledge taken into account in the former. Event-oriented knowledge is used in both diagnosis and guidance and function-oriented knowledge, in diagnosis only. The inference capability required is forward chaining in the former and resolution in the latter. The causality frame guides in the use of event-oriented knowledge, whereas the criticality frame does so for function-oriented knowledge. Feedback nature of the plant requires the best first search algorithms that use histories in the resolution process. The inference program is written in LISP and the plant simulator and the process I/O control program in Fortran. Fast data transfer between these two languages is realized by enhancing the memory management capability of LISP to control the numerical data in the global memory. Simulation applications to a BWR plant demonstrated its diagnostic capability.

1 Introduction

Complex power plants should be equipped with aids to support safe operation and improve availability. In anomalous situations, the plant operators must observe and interpret many signals displayed on control panels and make appropriate decisions as to what is wrong and how to correct it.

Some model is required to perform diagnosis. Generally, this model describes anomaly propagation and can be regarded as knowledge about cause and consequence relationships of anomaly situations (event-oriented knowledge) as is seen in computer hardware diagnoses (Bennett and Hollander 1981, Shablin and Ulrich 1982, McDermott and Brooks 1982). The possibility has been suggested of making diagnoses of nuclear power plants by collecting many pieces of knowledge about causality relationships...
2 Diagnostic Procedure

Plant diagnosis is regarded as the coupled procedures of problem diagnosis and guidance in corrective actions. The problem is then to identify the faulty component(s) from the given symptoms indicating an anomaly and to make necessary recommendations for operator actions based on the diagnosis results.

2.1 Identification of Faulty Component(s)

The diagnosis starts when a symptom does not match that expected. The general procedure of diagnosis consists of three steps: suspect pick up, suspect discrimination and test generation. The last step is necessary only when the second one fails to identify the cause. First an attempt is made to use event-oriented knowledge. If the cause is identified, the system turns to the guidance phase. Otherwise, it looks for function-oriented knowledge to further discriminate between the suspects.

Event-oriented knowledge is given as production rules. These are divided into two categories depending on the form of their conditional part: (1) those that have only a logical expression of symptoms (observed data) and (2) those that have at least one intermediate hypothesis (unobserved data). The rules in the first category are designated check rules. These are grouped into different sets each pertinent to some symptom or component.

One of the check rules in some set is fired first. There is a special set whose rules have to be referred to regardless of the firing condition. Forward chaining is started from all of the check rules in the fired and the special sets. Rules in the second category are used in the succeeding chaining. Simulators are executed when necessary during the course of chaining.

Function-oriented knowledge consists of structure, behavior and status of the plant. Since this knowledge is not directly useful for diagnosis, deduction by formal reasoning is necessary to generate knowledge applicable to diagnosis.

Resolution is used for each of the three steps in the diagnosis. Starting resolution with the component where an anomaly is first detected, a clause consisting of a set of components, a set of sensors and their functional relationships with variables remaining unsubstituted is obtained. It is not necessary to go back to a state in which all the components were normal because the input and output relationships of a normal component is consistent regardless of the value of its inputs. It is possible to use the observed data at a state whose effects propagate through all the components at least once before being detected by some sensor. Execution of the simulator using these observed data shows some discrepancy between the observed and expected values of the symptom. This resolves into a set of suspect candidates.

Next, resolution is used in a similar manner to pick up a minimum set of observ-

able data sufficient to check the operational status of a specified component in the suspects. Again by simulation the observed and expected values can be compared. If there is some discrepancy, the components in the obtained clause are the discriminated suspects. The order of components from which to start resolution is guided by some heuristic knowledge such as redundancy, a priori failure probability, etc. because this provides information about how important a component is in the system or about how likely a component is to fail.

If there is more than one suspect left in the discriminated set(s), an attempt is made to generate tests for further discrimination under the single fault assumption in each set. Changing the selector switch of redundant components or open/close manipulation of some valves are such tests. At this point teleological knowledge such as switchable, achievable etc. is used, in conjunction with the status information such as redundancy, or-state etc., to select the component(s) from which to start resolution in the set. For each or the selected component, resolution results in a clause that contains a set of components, at least one of which is different from those in the discriminated suspects obtained in the previous step. The generated tests are then evaluated to see if they are successful or not.

2.2 Guidance for Corrective Actions

Once the faulty component(s) has been identified, the guidance for corrective actions is straightforward. Rules for guidance are also grouped into sets similar to the check rules in the diagnostic phase.

At each time step of simulation, rules in the special set are searched to categorize the plant behavior. This activates the relevant set to focus on the rules to select. The rules for guidance can be distinguished from those for diagnosis by context change. If there are uncertainties in the identified causes, corrective actions are suggested for each possible cause.

3 Knowledge Representation

The nature of plant diagnoses has the following prerequisites:

1) Not only static data (e.g. operational status of each component), but time varying process data should be handled appropriately.

2) Inference should be fast enough for the overall diagnosis to be of practical use. As is often the case, real time inference is needed.

3) A numerical simulation program, coded by Fortran or some other language, should be utilized in the inference process.

In order to meet these needs, function-oriented knowledge (functional hierarchy, connectivity and behavior) is represented in frame structures correspond-
ing to the real plant schematics. Event-oriented knowledge is embedded around these frames. Along this line, the knowledge base is classified into the following four frames: the component, causality, critioriality, and simulator frames, and production rules.

In the following explanation, examples are taken from a BWR nuclear power plant for which feasibility of this approach has been studied. Figure 1 shows schematically the main components of a BWR. The knowledge dealing with the high pressure condensate pump (HPCP) is given in Fig. 2 by a causality description, and the knowledge dealing with the controller (ATEC, cf. Fig. 8) in Fig. 3 by a function description. In these frames, each symbol and list linked with a dotted line from left to right denote frame name, slot name, facet name, and value pairs or their modifications.

![Diagram of BWR plant system](image)

**Fig. 1** Main components of BWR plant system

![Diagram of ATEC component](image)

**Fig. 2** Examples of frames related to the component HPCP (causality description)

![Diagram of ATEC component](image)

**Fig. 3** Examples of frames related to the component ATEC (function description)
(1) Component frame

This frame describes component properties within each functionally hierarchical level. All the component frames have at least four slot names, i.e. specialization-of, status, import and output to specify hierarchical structure, operational status, and import and output attributes. Static data are stored directly as facet values, and time varying numerical data obtained from both observation and simulation are stored in vectors with error bounds, the pointers to which are stored as facet values. Pointers to criticality and simulator frames are also stored as values, while pointers to causality frames are stored as link and/or facet values. In order to control the inference procedure, teleological knowledge is implemented by using a teleology facet.

(2) Causality frame

This frame structure is introduced to realize fast inference capability as a production system. Names of the related causality rules (event-oriented knowledge) are stored as the values of if and then slots for each possible status of the corresponding component or port (e.g. on, off, run, trip in Fig. 2, § for unknown state).

Rules in the if slot have at least one term for this component or port as their conditional parts. Rules in the then slot conclude something about this component or port. The conn slot relates the symbolic to numerical values (e.g. process data).

(3) Criticality frame

This frame structure is introduced to realize general inference capability (fornal reasoning) upon frame structured knowledge. It specifies inter-relationships among properties of each component frame. These are mainly concerned with import and output properties, describing two types of behavior rules: forward and backward rules in which the former relates input(s) to output and the latter output to input(s). Here, criticality means that the success or failure of satisfying this relationship directly determines the operational status of the corresponding component.

Each inter-relationship is stored over the two slots; the go and no slots (cf. Fig. 2), each of which contains positive and negative terms respectively when expressed in a conjunctive normal form. It further stores a pointer to the simulator frame if simulation is involved in that relationship. If a time difference exists between properties, it is expressed by using a variable \( \Delta t \) assuming a constant time step in each hierarchical level (e.g. \( \Delta t, (- \Delta t + 1) \) in Fig. 3).

(4) Simulator frame

It describes the name of the function used for simulation. Inputs to this function and its output are specified by referring to the corresponding criticality frame.

(5) Production rules

There are two types of rules, one for expressing the causality and the other for expressing the guidance, both being event-oriented knowledge. Each rule is assigned a certainty factor. There are several predefined predicates. These include and, or, true, false, last, before, etc. For example, \( (\text{true } A \land B) \) means that \( A \) is true in situation \( B \) (value \( A \land B \)) means that the value of \( A \) is \( B \), and (before \( A \) \( B \)) means that event \( A \) occurs before event \( B \).

The rule for causality shown in Fig. 2 means that if the state HPCP-run and LFCP-trip continues for 3 seconds, it is definite that the HFCP (more precisely the value of the output of the HFCP) is abnormal. Likewise, the rule for guidance in Fig. 4 means that if the water level of the CST is below its limit and the source of the ACTC is the CST, then its source must be switched to the suppression chamber (SC).

\[
\text{RULE 101: } \begin{align*}
&\text{IF} \left[ \text{true} \land \left( \text{last}\{\text{run}\} \right) \right] \\
&\text{AND} \left[ \text{true} \left( \text{value} \left( \text{output} \left( \text{LFCP} \right) \right) \right) \right] \\
&\text{AND} \left[ \Delta t \geq 3 \right] \\
&\text{AND} \left[ \text{true} \left( \text{value} \left( \text{import} \left( \text{ACTC} \right) \right) \right) \right] \\
&\text{AND} \left[ \text{true} \left( \text{value} \left( \text{import} \left( \text{ACTC} \right) \right) \right) \right] \\
&\text{THEN} \left[ \text{true} \left( \text{value} \left( \text{import} \left( \text{ACTC} \right) \right) \right) \right] \\
&\left[ \text{true} \left( \text{value} \left( \text{import} \left( \text{ACTC} \right) \right) \right) \right] \\
\end{align*}
\]

Fig. 4 (Example of rule used for guidance of corrective actions)

To reduce the burden of preparing the knowledge in frame structures, function-oriented knowledge is given by predicate calculus. Examples corresponding to Fig. 3 are shown in Fig. 5. Event-oriented knowledge is also given in a similar manner. These two kinds of knowledge are automatically converted to the above frame representation.

The inference program is written in Lisp and the simulators and the process I/O control programs, in Fortran. The fast data transfer among these programs is realized by enhancing the memory management capability of Lisp to control the data in the global memory.

\[
\text{RULE 101: } \begin{align*}
&\text{IF} \left[ \text{true} \land \left( \text{value} \left( \text{status} \left( \text{ACTC} \right) \right) \right) \right] \\
&\text{AND} \left[ \text{true} \left( \text{value} \left( \text{import} \left( \text{ACTC} \right) \right) \right) \right] \\
&\text{AND} \left[ \Delta t \geq 3 \right] \\
&\text{AND} \left[ \text{true} \left( \text{value} \left( \text{import} \left( \text{ACTC} \right) \right) \right) \right] \\
&\text{AND} \left[ \text{true} \left( \text{value} \left( \text{import} \left( \text{ACTC} \right) \right) \right) \right] \\
&\text{THEN} \left[ \text{true} \left( \text{value} \left( \text{import} \left( \text{ACTC} \right) \right) \right) \right] \\
\end{align*}
\]

Fig. 5 Knowledge expressed in predicate calculus (user input)
4 Inference Capability

Event-oriented knowledge is used in both diagnosis and guidance and the function-oriented knowledge in diagnosis only. The former requires forward chaining capability, and the latter, resolution capability. The inference capability of the system, however, covers more to enhance the generality.

4.1 Inference Capability as a Production System

(1) Forward chaining

The main flow of this procedure is first to get a causality frame attached to a specified component or port. It then picks up rules in the if slot that have the same facet name as the value of the data (e.g. run in Fig. 2) and the & facet name, and put them in a agenda list together with other rules in the special set if any.

Interpreting the predicate of terms in the condition part of these rules, it gets the causality frames, corresponding to the terms in the concluding part of the satisfied rules and recursively calls itself until there is no change in the certainty factor of the conclusion.

(2) Backward chaining

The main flow of this procedure is basically the reverse of the above. It looks for the rules in the then slot of the causality frames for backward chaining.

4.2 Inference Capability as a Formal Reasoning System

(1) Forward chaining

The main flow of this procedure is first to get the criteriality frame attached to the specified component property, second to check all the component properties in the ne slot and then to get the property specified in the po slot of that frame, the value of which is then transferred to the other properties through the connectivity relationships. Simulation programs are automatically invoked and executed when all input values are gathered. A control necessary for this procedure is simply not to conclude the property already inferred.

(2) Backward chaining

The main flow of this procedure is basically the reverse of the above. It first gets the criteriality frame that concludes the specified component property in the po slot and checks whether the component properties in the ne slot of that frame have available data or not. These steps are recursively executed through the connectivity relationships until all available data that lead to those properties have been found.

(3) Resolution

The starting point of resolution is either a component frame or a port value.

In the former case, it picks up one of the criteriality frames attached to the component and follows the same procedure as the latter.

Ordinary, there exist many feedback loops in the system description of an actual plant and besides, inter-component feedback loops are formed when dynamic behaviors of each component are discretized. Therefore, it is definitely necessary to implement some kind of a best first search mechanism in order to achieve an efficient resolution procedure.

The main flow of the resolution procedure is controlled by the histories of resolution of each term. The number of resolvent terms does not decrease when connectivity and criticality are used. Which to use next depends on how the current state has been established. One of the control rules for selection is shown below.

If the term to be resolved is a negative one,
it is output property, and
it was resolved by using
criteriality,
then select the criteriality to find a resolver.

Six other similar rules are implemented for efficient control. If the resolution procedure terminates normally, the result is a clause consisting of terms each of which has a specified taxonomic knowledge in the corresponding taxonomy facet.

The purpose of this procedure is to generate knowledge useful for diagnosis. In plant diagnosis, assembling the necessary conditions to calculate the specified component property, picking up a minimum group of observation data to determine the operational status of a specified component and generating a test form, for example, are achieved by this method.

It is also made possible to specify not to execute the simulation program when it is encountered, by which a kind of symbolic simulation is performed.

This frame representation makes the best use of structural information. It helps reducing the unnecessary unifications which would have been required if the knowledge was represented in predicate calculus as in Fig. 5. Efficiency improvement is worth noting. The second example in Sec. 5 ran by the order of two as fast as in the case of the straightforward implementation as in Iwasaki and Motoda 1983. Execution time increases almost linearly with the number of components because of the connectivity nature of a real plant.

4.3 Capability of Uncertainty Treatment

The uncertainties considered in this system are the following two;

1) errors introduced in observed process data and simulation results; and
2) uncertainty inherent to event-oriented knowledge.

Interpretation of equality of the numerical values allows some allowable bounds. Interpretation of inequality assumes a normal distribution of the value with its specified error equal to the standard deviation and includes a statistical evaluation. Uncertainty is propagated by using the evaluation rules for combination, conjunction, disjunction, and implication on the basis of either fuzzy logic or MPFCN logic by option.

5 Application Study

The foregoing approach was implemented in VAX11 with FRANZIIAP to explore its diagnostic capability. Figure 5 shows the organization of the experimental system. To best evaluate the approach, two examples are shown here in which knowledge of each type was used separately.

![Diagram of experimental system organization](image)

The first example was a diagnosis based on event-oriented knowledge. The assumed causes were LPCP trouble (primary event) and HPCP startup failure (succeeding event). The results are shown in Fig. 7. Both of the assumed causes were identified correctly together with the appropriate corrective actions to guide the reactor to cold shutdown.

The second example was a diagnosis based on function-oriented knowledge. The assumed cause was the failure of water level sensor (S-W-A) and the anomaly was first detected by the flow sensor (S-TEPLOH-A) at the THF/PF output, by which time the anomaly had already propagated through many components. The results are shown in Fig. 8. The diagnostic process could not focus on the cause uniquely by using the observed data alone. It, therefore, generated a test indicating the switching of the selector WES2 from the S-W-A to the S-W-B. The test was successful and the cause was identified correctly as the S-W-A. In this case the switching itself was the right corrective action.

Although the models used here were simple ones, the method worked as expected and its capability for process computer applications was demonstrated.
6 Conclusion

A knowledge based system pertaining to plant diagnosis was presented. The system used both event-oriented and function-oriented knowledge. These two types of knowledge were represented by mutually nested frames and production rules. This implementation scheme significantly reduced the search process.

Forward chaining mechanism was used to provide both diagnosis and guidance based on event-oriented knowledge, whereas the resolution mechanism was used to make a diagnosis based on function-oriented knowledge. The feedback nature of the plant required the best search mechanism that uses histories in the resolution procedure.

Simulation applications to a SWR plant diagnosis has demonstrated the diagnostic capability of this system.
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